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Katarzyna KACZMAREK-MAJER
Systems Research Institute, Polish Academy of Sciences
Warsaw, Poland

Title: Linguistic Summaries with Semi-Supervised Fuzzy Clustering

Currently, the potential of the data collected from sensors is only partially explored in health-
care. One of the main challenges is providing adequate explanations concerning the underlying
structure of data and models. At the same time, the need for explanations is of utmost importance
not only due to various regulations but also to increase trust among systems’ users.
The proposed approach combines theoretical aspects of semi-supervised learning from partially-

labeled sensor data with fuzzy linguistic summarization. Linguistic summarization belongs to the
class of data-to-text approaches. We construct linguistic summaries for the partially labelled data
streams, and the drifts in data streams are reflected in the construction of linguistic variables.
The proposed approach enables to summarize of large data streams into meaningful and human-
consistent information granules.
At the same time, semi-supervised fuzzy clustering is particularly promising for explaining

sensor data because it enables to capture the information about the hidden structure of evolving
data streams which are sparsely labelled and subject to multiple sources of uncertainty, and this
was the main motivation for exploring this approach.
Semi-supervised learning is also often said to be “halfway between supervised and unsupervised

learning”. We will also explain and verify how to assess the impact of partial supervision properly
and what are its consequences. Furthermore, in some application contexts, one can question
whether all available labels are equally valid and shall be extrapolated. To alleviate the problem
of misguided supervision affecting the model’s performance, we discuss a regularization approach
that incorporates the uncertainty into the fuzzy c-means semi-supervised learning.
Finally, we present a case study in smartphone-based mental health monitoring. Acoustic fea-

tures of speech are promising as objective markers for mental health monitoring. Specialized
smartphone apps can gather such acoustic data without disrupting the daily activities of patients.
Nonetheless, the psychiatric assessment of the patient’s mental state is typically a sporadic occur-
rence that takes place every few months. Consequently, only a slight fraction of the acoustic data is
labelled and applicable for supervised learning. Numerical experiments for real-life and simulated
data illustrate the performance of the proposed uncertainty-aware semi-supervised models.

Vicenç TORRA
Umeå university
Umeå, Sweden

Title: Fuzzy clustering and fuzzy measures in data privacy

Data privacy provides definitions of what privacy is, as well as methods to protect data and
metrics to evaluate how much disclosure takes place for a given data release.
In this talk we will describe the usual workflow for building a data release. This consists of

anonymizing or masking the data (i.e., applying a data protection mechanism), evaluating its
utility, and analyzing its risk. A good masking method is one that achieves a good trade-off
between risk and utility.
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Then, we will show the use of fuzzy clustering in the process of data masking, and the use of
fuzzy measures and metric learning to evaluate in what extent the masked data is safe and avoids
identity disclosure.

Stefania BOFFA
Dipartimento di Informatica, Sistemistica e Comunicazione,
University of Milano–Bicocca, viale Sarca 336 – 20126 Milano, Italy

Title: Intermediate quantifiers and structures of opposition in Fuzzy
Formal Concept Analysis

Formal Concept Analysis (FCA) is a mathematical theory employed for the analysis of data
and classification with wide popularity in numerous application domains. FCA techniques extract
special clusters called formal concepts from a given formal context. A formal context is a triple
composed of a set of objects, a set of attributes, and a binary relation between objects and at-
tributes. Several approaches extending FCA were developed by considering fuzzy formal contexts
and fuzzy formal concepts, where attributes are satisfied by objects with truth degrees belonging
to a graded scale, which is usually the real interval [0, 1]. Fuzzy formal concepts are mathemati-
cally constructed using the fuzzy quantifiers for all and there exists (the universal and existential
quantifiers). We introduced a particular class of fuzzy quantifiers as new tools to capture more
detailed information from datasets in FCA. These are interpretations in a model of special for-
mulas called intermediate quantifiers of the formal theory of intermediate generalized quantifiers.
Thus, we mainly achieved the following goals. Firstly, we proposed a novel notion of fuzzy formal
concepts based on the intermediate quantifiers almost all, most, many, few, and some; moreover,
we provided concrete models of graded extensions of Aristotle’s square, in terms of fuzzy formal
concepts. Secondly, we employed a wider class of intermediate quantifiers to extract fuzzy formal
concepts from more complex datasets, which are composed of a family of formal contexts (instead
of a single one) and several fuzzy relations between objects of different types.

Zdenko TAKÁČ
Institute of Information Engineering, Automation and Mathematics, Slovak
University of Technology in Bratislava
Bratislava, Slovakia

Title: Fuzzy Integrals in the Interval-Valued Setting

In the context of integration procedures, the standard additivity of set functions was found
to be rather restrictive already at the beginning of the 20th century. This limitation prompted
researchers to explore set functions with more flexible forms of additivity, leading to the develop-
ment of fuzzy measures, set functions without any form of additivity property. The fuzzy integral,
an integral built with respect to fuzzy measures, extends the classical integral, offering a more
flexible representation of uncertainty. This extension provides a systematic and mathematically
rigorous framework for modeling and managing uncertainty.
One effective strategy for addressing imprecision in data aggregation involves using intervals,



Invited talks 17

where the width of the interval reflects the uncertainty associated with each object. The use
of intervals has proven to be a suitable approach for handling imprecision, leading to significant
efforts in developing mechanisms to fuse information in the interval-valued setting. However, a
notable challenge in the aggregation of intervals lies in the absence of an natural/intuitive total
order, particularly for functions where the total order is an essential component, such as fuzzy
integrals.
This presentation explores various approaches to define and handle fuzzy integrals within the

interval-valued setting, offering insights into how these methods address the challenges posed by
imprecision and uncertainty in data aggregation.

Laura DE MIGUEL
Universidad Pública de Navarra
Pamplona, Spain

Title: Generalizations of aggregation functions

The fusion, or equivalently, the aggregation of information in its broad sense is one of the main
step in almost any data processing system. Its principal objective is to seek for a representative
value that allows summarizing information from all the given data. Within the field of fuzzy logic,
one of the key concepts for information fusion is the notion of aggregation function.
In recent years, numerous studies have emerged demonstrating that the original properties of

aggregation functions can be very restrictive. Indeed, we find various examples of functions that
even though they do not satisfy to be aggregation functions; they lead to better results in various
applications. In this talk, we will present some of the main generalizations of aggregation functions
along with their applications.
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On Properties of
Mamdani-Assilian Fuzzy Rules –

an Open Problem Posed

DVOŘÁK Antonín and ŠTĚPNIČKA
Martin

CE IT4I - IRAFM, University of Ostrava
30. dubna 22, Ostrava

Czech Republic
E-mail: antonin.dvorak@osu.cz,

martin.stepnicka@osu.cz

Fuzzy rules [4] and fuzzy inference systems
have become the central point of fuzzy model-
ing since the early beginnings of fuzzy systems.
Hence, distinct desirable properties of the rules,
their models, and the whole systems are stud-
ied. The non-conflictness of rules and/or the
preservation of modus ponens seem to be con-
sidered the most crucial one(s). However, under
the standard setting, such properties are seman-
tically equivalent to the continuity of the mod-
eled dependency.
A natural question arises whether such a re-

quirement is consistent with semantics of fuzzy
rules. While the answer is positive in the case
of implicative rules [2,1], in the case of the more
often used Mamdani-Assilian rules [3], we may
consider another viewpoint. This article fore-
shadows another perspective that could lead
to the investigation of a desirable property of
the Mamdani-Assilian model that is different
from continuity. Although it turns out that the
above-mentioned non-conflictness of the rules is
not the unavoidable property of the Mamdani-
Assilian systems, the tools of its investigation
based on systems of fuzzy relational equations
remain useful even in our investigation. Finally,
we formulate an open problem that has the po-
tential to shed a new light on the fundamen-
tal question of how Mamdani-Assilian rules pre-
cisely work.
References:

[1] E. H. Mamdani, S. Assilian: An experi-
ment in linguistic synthesis with a fuzzy
logic controller. International Journal of
Man-Machine Studies 7 (1975) 1–13.

[2] I. Perfilieva, S. Lehmke: Correct models
of fuzzy IF-THEN rules are continuous.

Fuzzy Sets and Systems 157 (2006) 3188–
3197.

[3] I. Perfilieva, V. Novák: System of fuzzy re-
lation equations as a continuous model of
IF-THEN rules. Information Sciences 177
(2007) 3218–3227.

[4] D. Dubois, H. Prade: What are fuzzy rules
and how to use them. Fuzzy Sets and Sys-
tems 84 (1996) 169–185.

Fuzzy Inference System based on
rule comparison measure

URÍO-LARREA Asier1a, PEREIRA
Graçaliz2b, FERNANDEZ Javier1c,

and BUSTINCE Humberto1d

1Public University of Navarra and Institute of
Smart Cities

Campus Arrosadia s/n, Pamplona, Spain,
31006
Spain

2Universidade Federal de Rio Grande
Rio Grande, Brasil

Brasil
E-mails: aasier.urio@unavarra.es

bgracalizdimuro@furg.br
cfcojavier.fernandez@unavarra.es

dbustince@unavarra.es

In order to create inference systems able to deal
with imprecise information Zadeh presented the
generalized modus ponens [3]. In those sys-
tems, if-then rules are employed in which the an-
tecedents and consequences are fuzzy sets. This
generalized modus ponens is a theoretical con-
cept that can be solved through different mech-
anisms like Zadeh’s compositional rule of infer-
ence [2] or others ([1][4][7][8]).
In this contribution, we first introduce the

concept of fuzzy rule comparison measure. This
measure can be constructed using different in-
dices and measures between fuzzy sets. For each
pair of antecedents and consequences of the two
rules to be compared, a comparison is done with
the selected indices and finally all of this par-
tial results are aggregated into one comparison
measure. Lastly, on the basis of this fuzzy rule
comparison, we develop a new method in order
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to solve the generalized modus ponens via a de-
cision making system with the results of several
inference methods. This system is based on the
comparison of the fuzzy rules generated by those
methods and the original rule base.
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Intensity-modulated radiation therapy
(IMRT) is a widely used treatment to combat
localized tumors [3]. However, one of its main
problems lies in the cost in time and the large
number of professional staff required to plan
the treatment. As a result, treatment plans are
usually planned at once and remain static for
the entire course of treatment, which can last
for several weeks. This approach is problematic,
as a patient’s morphology changes daily.
In recent years, in parallel with advances

in artificial intelligence, knowledge-based radio-
therapy treatment planning tools have been de-
veloped with great success [2]. Although these
tools can rapidly generate multiple treatment
plans, the ultimate decision on optimal treat-
ment is still determined by medical physicists
and oncologists. The assessment of treatment
quality is linked to solving a linear program-
ming problem with multiple constraints involv-
ing doses received by specific risk organs and
tumor tissues.
In this research, we propose an explain-

able decision-making system for determining the
quality of IMRT treatments. To achieve this,
we address certain limitations of the Takagi-
Sugeno-Kang (TSK) [1] model and present a
generalized model suitable for problems charac-
terized by substantial uncertainty. This system
aims to improve treatment planning by provid-
ing a transparent and explainable framework for
medical experts, facilitating more informed de-
cision making in adaptive IMRT planning.
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Many industrial sectors rely on time series pre-
diction, including automation, forestry, weather
forecasting, medicine, and many more. It hap-
pens when any scientific predictions are made
based on time stamped evidence from the past.
A well-known tool for time series forecasting is
the fuzzy inference system (FIS). It was chosen
by several academics since it has been proved
to deliver reliable forecasting. Adaptive net-
works, on the other hand, have been integrated
into the FIS for time series forecasting. The
primary purpose of this research is to compare
results obtained with and without the adap-
tive network. The Takagi-Sugeno-Kang (TSK)

FIS model underpins both methods, with type-
2 fuzzy sets utilised to express the antecedent
and consequent components of fuzzy rules. They
are also generated using the Mackey-Glass (MG)
time-delay differential equation. The example
data utilised for both designs is weather fore-
casting for forestry management. It is crucial
because successful forecasting is dependent on
clean, time-stamped data in order to detect ac-
tual trends and patterns in historical data. The
RMSE calculation yields the best method. The
lowest RMSE score gives more accuracy and pre-
dicted results when compared to others.
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Most natural language processing mod-
els nowadays rely on the so call attention
mechanisms [3]. These mechanisms extract
information base on the importance of the given
data, hence giving the models the ability to
extract more accurate characteristics.

On the other hand, sequential data is usually
the field of expertise in which Recurrent Neural
Networks shine. Different variations such as
LSTM and GRU can be extensively found in
the literature.

Given the advantages of both methods, it
is natural to combine them when it comes to
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solving problems where the data is not only
based on natural language but also sequential.
This is the case in text translation, where it is
necessary to consider the importance of a given
word in its context, yet to keep the phrase
sequentiality.

In this work, we introduce a new modifi-
cation of the residual LSTM [1] using a new
self-attention method, which aims to extract
information from the most important word
inside a context. This modification allows us to
include both past and contextual data into the
residual network.

In order to do so, we propose a new method
to aggregate the information extracted by the
self-attention mechanism using both overlap and
grouping functions [2], thus obtaining new rep-
resentations of the data obtained from the most
important words.
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A The Dial-a-ride problem with time window
specifies transportation requests between pairs
of origins and destinations within a specific
time window. The transportation is provided
by a fleet of vehicles based at a common de-
pot. Ultimately, the goal is to find the vehi-
cle route with the least cost that is capable of
accommodating all travellers’ requests. There
are some constraints must be taken in consid-
eration; the vehicle’s capacity, route duration
and the maximum accepted delay time by trav-
ellers. TOPSIS (The technique for ordered pref-
erence by similarity to the ideal solution) is
one of the well-known methods for multiple at-
tribute decision making (MADM). In this pa-
per, we extend the TOPSIS method within an
interval-valued intuitionistic fuzzy (IVIFS) en-
vironment and treat the problem as a multiple
attribute group decision making (MAGDM), by
which all the preferences provided by the pas-
sengers (decision-makers) are presented in the
form of interval-valued intuitionistic fuzzy de-
cision matrices. We established an optimiza-
tion model to deter-mine the weights of the
attributes and then constructed the weighted
collective interval-valued intuitionistic fuzzy de-
cision matrix, to determine both the interval-
valued intuitionistic positive-ideal solution and
the interval-valued intuitionistic negative-ideal
solution. Finally, based on Park et al. distance
between IVIFS, the relative closeness of each al-
ternative from the interval-valued intuitionistic
positive-ideal solution was ranked. Leading to
the collective most desirable alternative(s) se-
lection
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The analysis of imprecise experimental data re-
quires the use of methods that consider two
types of uncertainty: randomness and a lack of
precision. While classical mathematical statis-
tics copes well with the first type of uncertainty,
fuzzy set theory is used to model imprecision.
Unfortunately, creating new, hybrid analytical
tools by simply adapting known statistical tech-
niques is rarely successful. For example, the ab-
sence of suitable models for the distribution of
random fuzzy numbers prompts to application
of nonparametric approaches. However, fuzzy
numbers are not linearly ordered, which makes
it impossible to transfer rank tests to the fuzzy
domain directly. Therefore, the presence of im-
precise data creates the need to develop new sta-
tistical inference tools, in particular, statistical
tests.
In this presentation, we focus on two-sample

tests for fuzzy observations, using the credibil-
ity theory by Liu [4] in combination with cer-
tain functional data analysis methods. Besides
constructing new tests and examining their sta-
tistical properties, we want to compare their ef-
fectiveness with other previously proposed tests
for imprecise data [3,2,1].
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The present work proposes a new computational
model, Rough Pushdown Automata (R-PDA),
which is an extension of Pushdown Automata
[3] having amalgamation of Rough Set Theory
[2]. The proposed R-PDA model can deal with
imprecise and uncertain data. Our work demon-
strates the effectiveness of R-PDA in decision
making under uncertain conditions. Alongside
the R-PDA we further developed the concept
of rough context free grammar (R-CFG), and
proved its equivalence to R-PDA, i.e., for every
R-PDA there is an R-CFG which produces the
same language that is accepted by the R-PDA,
and vice versa. Some closure properties of R-
CFG are also established to demonstrate the ef-
ficacy of the proposed model mathematically.
The proposed R-PDA model has potential ap-
plications in various domains where uncertainty

and incompleteness are common, and it can
thereby contribute to the development of more
accurate and efficient decision support systems.
The research provides insights into the use of
rough set theory in automata theory and its po-
tential strength in solving real-world problems.
In this era of technological advancement cop-
ing with uncertainty is more crucial than ever.
Medical domain is no exception. The proposed
R-PDA model integrates intuition and logic of a
medical practitioner to help in decision making
under uncertain conditions of the patient and
surrounding ambience. Efficacy of the proposed
R-PDA model is demonstrated through a case
study of treatment of Asthma, one of the most
common chronic diseases in the world.
Although Rough FSA [1] has already been pro-
posed in literature, the concept of R-PDA ap-
pears to be novel. Moreover, application of Au-
tomata theory is rarely discussed in healthcare
system. The proposed model helps in bridging
the gap in an effective way.
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Aggregation functions based on fuzzy measures
are widely used for data aggregation in various
fields where the additivity of probability mea-
sures is too restrictive and need to be relaxed
by requirement of monotonicity. These fields
include decision making, artificial intelligence,
economics, and more. In practical scenarios,
identification of a fuzzy measure that models in-
teractions between criteria, can be a challenging
task. Therefore, a representation of fuzzy mea-
sures in terms of some other set functions can be
useful. The additive representation of a fuzzy
measure is given by the well-known Möbius
transform. In fact, the Möbius transform can be
defined for any function defined on some finite
poset with values in some (semi)ring. Consider-
ing so-called pseudo-arithmetical operations on
real numbers [3], the generalized Möbius trans-
form can be defined [2, 1].
One of the most widely used fuzzy inte-

grals, the Choquet integral, can be expressed
in terms of the Möbius transform. This ex-
pression, known as the Lovász extension, has
been generalized in various ways [6, 5]. Re-
cently, another approach to constructing aggre-
gation functions in terms of Möbius transform
appeared in [4]. In their work, the authors there
introduced a new binary operation for real func-
tions on posets called the Möbius product, and
proposed a construction of aggregation function
based on this operation. This construction, in
particular settings, leads to the Lovász extension
formula, thus can also be seen as a generaliza-
tion of that.
In our contribution, we focus on the Möbius

product based on generalized Möbius transforms
such as possibilistic and pseudo-addition-based
Möbius transforms. We also investigate the
Möbius product yielding aggregation functions
when considering k-additive, k-maxitive and k-
pseudo-additive capacities.
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As several research results on aggregation func-
tions and their possible applications show, there
are situations when it is not enough to work with
dimensionless (numerical) inputs and the multi-
dimensionality of the aggregated data needs to
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be taken into account. Examples include the
representation of color images using (R,G,B)
triples of pixels intensities, as well as the prob-
lem of multi-criteria multi-expert decision mak-
ing, where several experts rank their preferences
for one alternative over another.
Referring to the results obtained in [3], this

contribution goal is to convey the method which
enables to carry out a fusion process of multidi-
mensional data.
It is based on looking for some sort of an

equilibrium (the equation solution) described in
terms of Daróczy means ([2]). Since, in gen-
eral, such means are not monotone (which is
one of requirements to be an aggregation func-
tion) there was necessary to make some improve-
ments/modifications/generalizations. Those
were done in [1] via inf-sup-middle-approach,
namely the representative lies in the middle of

sup{y |
∑

throughout all inputs
D(input, y) < 0} and

inf{y |
∑

throughout all inputs
D(input, y) > 0},

while D measures deviations.
The method is built up on appropriate multi-

dimensional deviation functions, in order to re-
place related multidimensional inputs (data sets
matrices) by a single multidimensional represen-
tative. Moreover, the fact that some real situa-
tions are operated by real-valued data instead of
values restricted to the unit interval was taken
into account.
In order to show the usefulness of this ap-

proach, the algorithm will be illustrated on
multi-expert decision making problem.
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After the pioneering work of Gustave Cho-
quet [4], based on which the concept of the Cho-
quet integral was built, is the Choquet integral
still being studied and generalized by many re-
searchers. Several of the more recent general-
izations of the Choquet integral were inspired
by the work of Do and Thiele [3] about outer
measure space theory. One of these general-
izations was proposed by Boczek et. al. in [6]
where the authors replace outer essential supre-
mum in Do’s and Thiele’s construction with
a more general conditional aggregation opera-
tors. In [1], Pap introduced his modification of
work [3] based on sublinear means. He call it
the (MC)-integral. Later, Boczek and Kaluszka
in [5] introduced an operator, that covers several
concepts like mentioned (MC)–integral, two-fold
integral [2], the standard Choquet integral, and
others.
In our contribution, we shall discuss the men-

tioned generalizations and introduce a new op-
erator

Cµ
A ,π,σ(f) =

n∑
i=1

CAgσ(i)(fπ)
(
µ(Eσ(i))− µ(Eσ(i+1))

)
,

where π, σ are permutations of basic set,
CAgi(f) = ĹmathsfAi(fπ|B) ∈ Ai is a
sequence of conditional aggregation opera-
tors, f is an aggregated function, fπ =
(f(π(1)), . . . , f(π(n))), and µ is a monotone
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measure. This operator connects the idea of in-
tegration with respect to conditional aggrega-
tion operators with the operator introduced by
Boczek and Kaluszka, which is covered by it.
This operator covers also some other operators
or integrals generalizing the standard Choquet
integral. The Choquet integral and its general-
izations are widely studied not only from a the-
oretical point of view but also because of their
applicability in many areas. As part of our con-
tribution, we shall present some applications of
these generalizations in problems of image pro-
cessing.
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We propose a new generalization of the classical
Choquet integral that allows the aggregation of
n functions, not necessarily defined on a finite
set, resulting in a single scalar output [4]. We
study its fundamental properties including sub-
additivity, comonotonic additivity and conver-
gence theorems, and show that in the case where
integrands are defined on a finite set, the inte-
gral becomes an aggregation operator of multi-
ple possibly interrelated data vectors. We pro-
vide an adaptation of the Sugeno [3] method
that permits to compute the new integral of
monotone functions when the monotone mea-
sure is a distorted Lebesgue measure. Further-
more, we derive several bounds on the integral
and show how it can be used to evaluate mono-
tone measures of certain sets.
One of the application inspirations for the

construction of the new integral were the works
of Sugeno [2] and Yager [1], in which the coun-
terparts of variance and covariance for the inte-
grals with respect to non-additive measures are
presented. Such numerical characteristics indi-
cate how strong the relationship is between two
functions (e.g. fuzzy sets), given a monotone
measure that assigns different degrees of impor-
tance to the arguments of these functions in a
given decision problem. Characteristics of this
type, introduced on the basis of the proposed in-
tegral, can be used to extend classical decision-
making methods, originally designed for prob-
abilistic uncertainty, to account for measure-
based uncertainty. Another context where the
integral can be utilized is in the definition of the
concept of vector data averaging.
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Sugeno integral is defined as an idempotent
weighted lattice polynomial in the framework
of bounded distributive lattices [1]. There are
several axiomatic characterizations of this inte-
gral. One of them characterizes Sugeno integral
as a compatible aggregation function uniquely
extending a given L-valued capacity [4]. The
mentioned property of unique extension will be
discussed and its relation to the distributivity of
the underlying bounded lattice L will also be ad-
dressed [3]. Among others, we have shown that
these two notions are equivalent. As a byprod-
uct, an alternative proof of Iseki’s result [2], stat-
ing that a lattice having a prime ideal separa-
tion property for every pair of distinct elements
is distributive, is provided.
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In clustering process, one of important measures
for grouping data in different clusters, are the
similarity and dissimilarity of two objects. If dis-
similarity can be obtained by using Euclidean,
Manhattan, Hamming or other distances, simi-
larity of two objects are inversely proportional to
dissimilarity and can be expressed via distance
between two objects in different ways:

s(x, y) = e−d(x,y), s(x, y) = 1
1 + d(x, y) .

Such similarity measurement is a special cases of
fuzzy equivalence relations, namely fuzzy equiv-
alence relations, where the transitivity is fulfilled
for the product and Hamacher t-norm. Note,
that there exists an important tool for the con-
struction and study fuzzy equivalence relations
(T -equivalences) involving only one-argument
real function (additive generator) and metric. In
work [1] was shown, how fuzzy equivalence re-
lations and aggregation of corresponding equiv-
alence relations was involved in clustering pro-
cess. In this work is considered hierarchical clus-
tering, and as similarity measurement of objects
and clusters is considered fuzzy equivalence re-
lations [2] for different t-norms:
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• Lukasiewicz: EL(x, y) = max(1 −
d(x, y), 0);

• Product: EP (x, y) = e−d(x,y);

• Hamacher: EH(x, y) = 1
1+d(x,y) .

With such similarity measurement, based on
fuzzy equivalence relations, can be obtained
clustering performance metrics - potential func-
tion, that shows clusters are good separated or
not. In the work is provided comparative analy-
sis of clustering results with different t-norms of
fuzzy equivalence relations. In presentation will
be shown advantages of using fuzzy equivalence
relations as similarity measurement, over others
standart similarity measures.
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Clustering is usually thought of as the prob-
lem of establishing groups in a set (say A =
{a1, ..., an}) of objects so that the same group
(called a cluster) contains objects that are more
similar (in some sense) to each other than to
objects in other groups (clusters) [2]. If objects
are embedded in the Euclidean space Rm, then
a distance-like function d : Rm×Rm → R+, can
be used to measure the similarity/dissimilarity
of objects, where the distance function d is any
function that satisfies the following properties:
(i) d(x, y) = 0 if and only if x = y; (ii) d(x, y) =
d(y, x); and (iii) for every fixed y, d(x, y) tends
to infinity if the Euclidean norm of x tends to
infinity.
In our work we propose to construct fuzzy in-

equality relations D (or generalized distances
[1]) based on the distance-like function d as
follows: D(x, y) = s(−1)(d(x, y)/t), where s
is an additive generator of an (Archimedean)
t-conorm S, and s(−1) is its pseudo-inverse.
Using D, we find the centers of clusters as
points in IRm that give minimum to the func-
tion ∑n

i=1 D(ai, x), i.e. we characterize these
centers as follows: arg minx∈IRm

∑n
i=1 D(ai, x).

For non-linear functions s we expect to ob-
tain the local mass centers. The parameter
t is responsible for having reasonable num-
ber of clusters. Note, that if d is a metric,
then D is a fuzzy inequality relation. It also
should be mentioned that solving the problem:
arg minx∈IRm

∑n
i=1 d(ai, x), we obtain the mass

center of all objects in A, rather than local
mass centers. The dual problem is formulated
as follows: arg maxx∈IRm

∑n
i=1 E(ai, x), where

E(x, y) = f (−1)(d(x, y)/t), f is an additive gen-
erator for a t-norm T and f (−1) is its pseudo-
inverse. In this case E is a fuzzy equivalence
relation. We expect that using fuzzy distance-
based inequality relations and equivalences help
us to pose the problem analytically, and also se-
lect the most suitable method for solving it.
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When dealing with multi-objective linear pro-
gramming (MOLP) problems, a commonly em-
ployed strategy is to aggregate individual ob-
jective functions and optimize the resulting ag-
gregation function [2], [1]. One of the ap-
proaches, studied in [3], utilizes fuzzy orderings
and transform the MOLP problem into the form
max
y∈D

min
x∈D

P (x, y), where P is the fuzzy ordering
and D denotes the search space.
It is worth noting that the choice of T-norm

for constructing fuzzy orderings has been found
to be immaterial, and thus, the Lukasiewicz T-
norm is typically preferred due to its simplic-
ity. However, the function f(y) = min

x∈D
P (x, y) is

piecewise smooth, that poses a challenge, par-
ticularly for steepest descent algorithms.
Recognizing that, for a fixed y value within

the set D, selecting x exclusively from the ver-
tices of D suffices, we present a novel method-
ology. This methodology is based on the
construction of a linear combination of sub-
gradients, with weights computed using fuzzy
equivalence relations. The proposed approach,
which replaces the conventional steepest descent
method, seeks to address the limitations im-
posed by the piecewise smooth nature of the
problem.
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Generally, an item (product, service and the
like) is expressed as a vector of attributes (e.g.,
colour, price, opinion, pollution, presence of
a specific feature). Evaluating the most suit-
able ones should closely follow the raised re-
quirements [5]. Aggregation functions calcu-
late the overall satisfaction degrees. Before this
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step, matching degrees to each atomic condition
should be assigned. It is not an easy task when
data are categorical (ordinal, nominal and bi-
nary as a special case) and non-precise numer-
ical data. Moreover, the same attribute can be
expressed as categorical or numerical, i.e., value
150 and term rather small for different entities.
The proximity relation proposed in [4] is an op-
tion to express proximity between requirements
and data. In this work, we discuss a proxim-
ity relation capable of handling similarities be-
tween categorical values (including discretized
data) by linguistic terms expressed via triangu-
lar fuzzy numbers. To reach this goal, we should
keep the matrix of proximity values consistent
and the family of linguistic proximities should
meet the quality measures proposed in [3]. The
next step is calculating conformance between re-
quirements and data. To meet it, the confor-
mance measure proposed in [4] and modified in
[5] is extended to cover fuzzy numbers. Next, we
propose a convex combination of possibility and
necessity measures to cover the smooth transla-
tion from the optimistic to the pessimistic eval-
uation. The results are demonstrated in an il-
lustrative example.
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Retinal vessel segmentation plays a crucial role
in enhancing diagnostic ability in ophthalmol-
ogy. However, manual segmentation of vessels is
a tedious task. Thus, the investigation of auto-
mated retinal vascular feature segmentation has
emerged as a substantial area of research in re-
cent times [8] and broadly categorized into hand-
crafted filter based methods [7, 6, 5] and deep
learning methods [4, 3, 2]. Early stages filter-
based methods are unable to extract dissimilar
types of vessel features. On the other hand,
the existing deep learning methods have enor-
mous computational complexity and are data-
dependent for training purposes.
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In order to overcome the mentioned limita-
tions, the aim of this work is to propose a
novel vessel segmentation approach that consists
of two components: (a) retinal vessel extrac-
tion by fusing color channel information with
the help of interrelationship handling improved
Bonferroni mean-based pre-aggregation opera-
tors (IBMPO), and (b) enhancement of vessel
appearing in the low contrast region through
fuzzy histogram technique based on the prior
feature intensity information evaluated through
IBMPO. Initially, the input image is processed
to extract a prominent vascular feature map by
eliminating the background artifacts from each
color space, say I1, I2, and I3 followed by the
magnitude intensity evaluation of the vessel fea-
tures by fusing I1, I2, and I3 with the suitable
form of IBMPO. The intensity T (i, j) in the fea-
ture map T is computed as given below.

T (i, j) = 1
56h

8∑
i=1

8∑
j=1,j 6=i

h
(u2

i + u2
j

ui + uj

)
(1)

where, uk = |r′(i,j) − r
′

A(k)| + |g′(i,j) − g
′

A(k)| +
|b′(i,j)−b

′

A(k)|, k ∈ {1, 2, ..., 8}, A(k) ∈ {(i−1, j−
1), ..., (i+1, j+1)} 8-point neighbourhood, r′(i,j),
g
′

(i,j), and b
′

(i,j), denote the gray levels in I1, I2,
I3, respectively.
The advantage of using IBMPO is that it consid-
ers the interaction between the vessel pixels and
their neighborhood in the direction of increas-
ingness in such a way that it preserves the geo-
metrical characteristics of vessels. Further, the
extracted vessels from the initial stages are en-
hanced by constructing a fuzzy histogram using
the prior vessel feature intensity of T employing
Eq. 1. The fuzzy histogram is evaluated by con-
structing the following membership function:

νT (x,y)l = max
(

0, 1− |T (x, y)− l|
4

)
(2)

where, l ∈ {0, 1, ..., L− 1} and L is the number
of gray levels.
The experiments are accomplished over two
publicly available datasets, DRIVE [1] and
STARE [7], which illustrate the significance of
the proposed approach compared to existing
methods with fast segmentation.
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Uninorms on the real unit interval [0, 1], in-
troduced by Yager and Rybalov [2], are a spe-
cial kind of aggregation operators generalizing
the concepts of triangular norms (t-norms, for
short) and triangular conorms (t-conorms, for
short) and allowing for their neutral element to
lie anywhere in [0, 1]. Afterward, Karaçal and
Mesiar [5] extended the concept of a uninorm
from the unit interval to bounded lattices. They
also demonstrated the presence of a uninorm
with the fixed neutral element on a bounded
lattice. Since then, uninorms on bounded lat-
tices have been studied extensively in a man-
ner similar to their investigations on the unit
interval. In particular, a lot of construction ap-
proaches for uninorms on bounded lattices have
been presented in the literature, including the
ones by using t-norms (or t-conorms) [10,9,8],
closure (or interior) operators [4], t-subnorms
(or t-superconorms) [6,1], and additive gener-
ators [7]. However, these construction methods
mainly focus on the presence of t-norms and t-
conorms.
In recent years, Xiu and Zheng [3] have

brought a new perspective to discuss the con-
structions of uninorms on a bounded lattice L by
extending a uninorm defined on a sublattice of L
to a uninorm on L. Notice that their approaches
generalize some existing methods to obtain uni-
norms on bounded lattices (e.g., [8,5]).
In this contribution, we propose new ap-

proaches for generating uninorms on a bounded
lattice L by considering the existence of a uni-
norm instead of a t-norm (t-conorm) on a sublat-
tice of L. More precisely, we extend the methods

to obtain uninorms via t-norms (t-conorms) to
those via uninorms defined on a sublattice of L.
Since uninorms are more general than t-norms
and t-conorms, our methods based on the exis-
tence of a uninorm are more effective than some
methods in the literature generated by t-norms
and t-conorms. It is worth noting that some
known construction approaches for uninorms (t-
norms or t-conorms) on bounded lattices can be
derived from our tools.
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In applications of fuzzy systems, the choice of
triangular norms (representing conjunctions in
fuzzy logic) is one of the questions requiring at-
tention [3]. Unless we restrict to a specific class
of triangular norms, we have a huge range of
possibilities. One approach is to collect data in
the form of desired values in specific points of
the domain. If these values are taken as precise,
they lead to a system of equations hard to solve
and even the existence of a solution is difficult
to decide.
It is often the case that the data are not pre-

cise and exact fit to them is not required. Then
we look for an approximation of the data by
a general triangular norm. Associativity is the
property that can hardly be involved in the ap-
proximation. The usual trick is to represent
the triangular norm by its generator (additive
or multiplicative). This is a unary function de-
scribing the triangular norm in such a way that
associativity is ensured. New problems arise
with the use of generators:

1. They are not uniquely determined.

2. They must be monotonic, thus standard
(linear) approximation methods cannot be
applied.

3. The shape of the generator is not directly
related to that of the triangular norm
[5,4,2].

Gleb Beliakov [6] suggested a solution which
finds a monotonic generator by a least square
approximation with a spline. However, he opti-
mized the residual errors in the range of additive
generators, not in the original range of the tri-
angular norms. We show [1] that such solutions
may be far from the optimum of the original
task (minimization of the sum of squares of dif-
ferences between the given point and the values
of the triangular norm). We propose a direct
solution of the least squares problem. Although
computationally more demanding, it is feasible,
and it leads to nearly optimal solutions of the
original problem.
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The discrete Choquet integral on nonnegative
reals is based on a distinguished permutation
making the inputs reordering nonincreasingly or
nondecreasingly. This rearrangement, or permu-
tation respectively, relates to a maximal chain
C ∈ Cn on the power set 2[n]. This observa-
tion leads us to introduce a new class of dis-
crete functionals called the maximal chain-based
Choquet-like integrals (shortly, MCC-integrals),
see also [3]. More precisely, the MCC-integral
w.r.t. C ∈ Cn and ⊗ : (−∞,∞)2 → (−∞,∞)
is defined by

MaxCh⊗C (x, µ) =
n∑
i=1

xσC (i) ⊗ (µ(Ci)− µ(Ci−1)),

(1)
where xσC

denotes the rearranged vector of x :
[0,∞)n → [0,∞) by the permutation σC corre-
sponding to C ∈ Cn, and µ : 2[n] → (−∞,∞)
is a game. In addition to discussing basic prop-
erties of (1) with respect to properties of ⊗, we
will provide various representations as well as a
symmetric and asymmetric extension of (1) for
real-valued inputs giving new insight into the
construction of fuzzy integral quadruplets [1]. A
relation with results of [5] is given. We will show
that the related concept

CC⊗C ,A(x, µ) =
m∑
i=1

A(x|Ci\Ci−1)⊗(µ(Ci)− µ(Ci−1))

studied in [2], which is based on an arbitrary
(not only maximal) chain C = {C0, C1, . . . , Cm}
with m ∈ [n] and FCA A introduced in [4],
enables to cover some scientometric indices and
provides a good motivation for further research
in this framework.

Acknowledgement The support of the grant
APVV-21-0468 and VEGA 1/0657/22 is kindly
announced.
References:

[1] Boczek, M., Halčinová, L., Hutník, O.,
Kaluszka, M.: Novel survival functions
based on conditional aggregation operators.
Inform. Sci. 580 (2021) 705–719.

[2] Boczek, M., Hutník, O., Kleinová, M.: Dis-
crete chain-based Choquet-like operators.
In: Torra, V., Narukawa, Y. (Eds.): MDAI
2023, LNAI 13890. (2023) 83–95.

[3] Hutník, O., Kleinová, M.: Maximal chain-
based Choquet-like integrals. Information
Sciences (accepted).

[4] Ontkovičová, Z., Kiseľák, J., Hutník, O.:
On quadruplets of nonadditive integrals.
Fuzzy Sets and Systems. 451 (2022) 297–
319.

[5] Šeliga, A.: Decomposition integral without
alternatives, its equivalence to Lebesgue in-
tegral, and computational algorithms. J.
Autom. Mob. Robot. Intell. Syst. 13(3)
(2019) 41–48.

On conditional OWA-operators

HALČINOVÁ Lenka1, HENNELOVÁ
Barbora1, HUTNÍK Ondrej1 and

SLOVINSKÁ Mária1

1Institute of Mathematics, Faculty of Science,
Pavol Jozef Šafárik University in Košice

Jesenná 5, 040 01 Košice
Slovakia

E-mail: lenka.halcinova@upjs.sk,
barbora.hennelova@student.upjs.sk,

ondrej.hutnik@upjs.sk,
maria.slovinska@student.upjs.sk



Abstracts 39

In the multitude of existing aggregation tech-
niques, ordered weighted averaging (OWA)
operator introduced in [1] is one of the most
widely used. The OWA-operator is a symmetric
aggregation operator that combines both con-
junctive and disjunctive behaviors. This con-
cept has aroused a great deal of interest in
the scientific field, and a considerable number
of publications have been produced studying
its properties, extensions, and possible applica-
tions.
An important step towards a deeper under-

standing of the behavior of OWA-operators and
their incorporation into the broader landscape
of aggregation functions was the work of Muro-
fushi and Sugeno [2]. In their research, the au-
thors demonstrated that the Choquet integral
can represent several useful quantities, such as
the supremum, infimum, essential supremum,
essential infimum, median, α-quantile, and L-
estimator.
In this contribution, we focus on the currently

studied generalizations of Choquet integrals us-
ing conditional aggregation operators [3]. We
have developed the appropriate calculus for the
generalized Choquet integral with respect to the
generalized level measure [4] on a discrete uni-
verse. Since the Choquet integral with respect
to a symmetric measure is an OWA-operator,
the generalized Choquet integral with respect
to the symmetric measure can be regarded as a
new type of OWA-operator. We introduce sev-
eral extensions of OWA-operators based on con-
ditional aggregation and investigate their prop-
erties. Furthermore, we aim to demonstrate
the practical value of the suggested extension
throughout real-world application.
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Fuzzy sets serve as an extension of traditional
sets, capable of handling imprecise information.
On the other hand, semigroups represent a
broader category than groups, finding util-
ity across various interdisciplinary domains.
Diverse subsets of semigroups have been in-
vestigated to enhance comprehension of their
practical applications. Given the significance of
both these ideas, exploring fuzzy subsets within
semigroups carries substantial importance.
In this paper, we characterize a semigroup
through one of its (fuzzy) subsets; (fuzzy)
interior antiideals. More precisely, we define
interior antiideals of a semigroup, illustrate it
by examples, and study its properties. Fur-
thermore, we extend this notion into a fuzzy
context, examining the characteristics of fuzzy
interior antiideals of a semigroup.
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Dagger kernel categories have been introduced
in [4] as a simple setting in which one can study
categorical quantum logic. The present paper
continues the study of dagger kernel categories
in relation to complete orthomodular lattices in
the spirit of [3].

Definition 1 The category SupOMLatLin
has complete orthomodular lattices as objects.
A morphism f : X → Y in SupOMLatLin is a
function f : X → Y between the underlying sets
such that there is a function h : Y → X and, for
any x ∈ X and y ∈ Y ,

f(x) ⊥ y if and only if x ⊥ h(y).

We say that h is an adjoint of a linear map f . It
is clear that adjointness is a symmetric property:
if a map f possesses an adjoint h, then f is also
an adjoint of h.
Moreover, a map f : X → X is called self-

adjoint if f is an adjoint of itself.
The identity morphism on X is the self-

adjoint identity map id : X → X. Composition
of X f→ Y

g→ Z is given by usual composition of
maps.

In particular, we show that the cate-
gory of complete orthomodular lattices
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SupOMLatLin is a dagger kernel category and
an involutive quantaloid. We describe dagger
biproducts and free objects in SupOMLatLin.
We show that the endomorphisms on a com-
plete orthomodular lattice form an involutive
quantale (see [2]) that is simple. Hence, we
obtain that complete orthomodular lattices are
modules over an involutive quantale.
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Mathematical morphology arose in the 70ies

of the last century in the works of G. Math-
eron and J. Serra (see, for example, [2]) and

was initially driven by the needs of practical ge-
ology. However, it soon found important ap-
plications in other fields, particularly in image
processing, and is now widely studied and ap-
plied by many researchers. The first version
of mathematical morphology in the context of
fuzzy sets was presented in the paper by De
Baets et al. [5]. As in the case of “classical”
mathematical morphology, the basis here is the
linear structure of an Euclidean space Rn and
a chosen subset B ⊂ Rn, intuitively small and
called the structuring element. Again, as in the
“classical” mathematical morphology, the linear
structure and the structuring element give rise
to (in this case fuzzy) basic operators of math-
ematical morphology: erosion E and dilation D
connected by the Galois connection.
When working with (fuzzy) morphological

spaces, a researcher sometimes has to make var-
ious modifications of the original morphological
structure, in particular, to compress it, to reduce
the number of dimensions involved in the struc-
ture, to combine several structures into a new
one, and others. In all these cases a question
appears (at least implicitly) what mappings are
allowed during such transformations. In turn,
in order to correctly define the requirements for
these mappings, the problem of defining the cat-
egory of (fuzzy) morphological spaces naturally
arises. The main purpose of our presentation is
to offer a categorical view of fuzzy mathematical
morphology in the spirit of the article [5]. Par-
ticular, in this category we emphasize the role of
the structural element, which together with the
linear structure of the space, is crucial for most
applications.
In conclusion, it should be noted that there

are abstract, algebraic approaches to the sub-
ject of mathematical morphology based on the
properties of erosion and dilation operators con-
nected by the Galois connection. In turn these
approaches allowed to develop a categorical view
of mathematical morphology, see, e.g. [4] et al.
However, the disadvantage of the abstract ap-
proaches is that the role of the structural ele-
ment is practically lost and therefore their use
for the practical applications of mathematical
morphology seems to be very limited.
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In this talk we review existing methods for
counting the number of all (normal) fuzzy sub-
groups of some group and present an algorithm
for the case of finitely presented groups U6n =
〈a, b | a2n = b3 = 1, bab = a〉, n ∈ N. For cyclic
groups Zn there is a closed form formula for
counting (depending on a canonical prime fac-
torization) ([2]), we present partial results for
certain forms of n in the case of U6n extending
results from [6].
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The Global Pension Index serves as a criti-
cal benchmark for assessing the retirement sys-
tems of nations worldwide, [2]. This study ex-
plores the optimization of the Global Pension
Index through the application of multicriteria
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decision-making methods, [4]. Specifically, we
compare the efficacy of two prominent method-
ologies, Saaty’s Analytic Hierarchy Process and
the Utility Function Method, in evaluating sub-
indices and assigning weights to key indicators,
[1, 3].
By employing these methodologies, we aim to
enhance the accuracy and relevance of the in-
dex, considering the dynamic nature of global
pension systems. Moreover, we investigate the
statistical properties of the weights obtained us-
ing each method across different levels of uncer-
tainty, shedding light on the robustness of the
solutions provided. Our findings offer insights
into the best solution for evaluating and rank-
ing pension systems, addressing the sensitivity
of the index to changes in the chosen evaluation
method. Additionally, we examine the implica-
tions of altering the weights on the Global Pen-
sion Index, demonstrating the potential impact
on the overall assessment of retirement systems.
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In the realm of modern artificial intelligence,
Transformers have earned their place as a
groundbreaking architecture for various natu-
ral language processing and machine learning
tasks [1]. A central feature of Transformers is
their self-attention mechanism, a key component
that allows the model to weigh the significance
of different input elements dynamically. This
dynamic attention mechanism has been a game-
changer in tasks like machine translation, text
generation, and image classification. However,
Transformers typically employ a single aggrega-
tion method, known as the product sum, within
their self-attention mechanism.
The art of aggregation shines when handling

input data with intricate interactions. It has
found its application in various domains, includ-
ing decision-making, brain-computer interfaces,
and classification tasks [3, 4]. Moreover, a num-
ber of innovative generalizations have emerged,
often surpassing the performance of traditional
aggregation methods. Notable examples include
the CF1F2-Choquet [3], and the Vector Choquet
integrals (VCI) [2].
Our primary goal in this study is to en-

hance Transformer performance by incorporat-
ing advanced aggregation strategies into the self-
attention mechanism. We anticipate that this
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fusion will lead to improved efficiency and effec-
tiveness.
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Images are an indispensable tool in numerous
fields of research and they have also achieved a
concrete impact on daily life. The acquisition of
a digital image from a given device is a physi-
cal process that allows to obtain a two or three
dimensional signal; the captured data must be
converted using appropriate algorithms.
During this phase the acquisition tools and

the corresponding procedure of reconstruction,
allow to obtain an image that is characterized by
a natural degree of approximation and therefore
of uncertainty. In this situation, among the var-
ious approachs available in the literature there is
also the possibility to apply fuzzy algorithm for
digital image processing, as done for example in
[8,1,3]. On the other end, it is well-known that
digital images are often represented as discontin-
uous signals and treated resorting to sampling-
type algorithms.
The aim of this talk is to present a compar-

ison among the algorithm for image rescaling
introduced in [3] with some other existing al-
ghoritms such as the so-called sampling Kan-
torovich (SK) algorithm [4,5] and the classical
bilinear and bicubic algorithms. Note that, the
SK algorithm is a recent tool for image rescaling
and enhancement that revealed to be usefull in
several applications to real world problems [6,2].
The comparison among the above mentioned

algorithms (all implemented by MatLab pro-
gramming language) will be done in term of suit-
able indexes such as the Peak-Signal-to-Noise-
Ratio (PSNR) and the likelihood index S intro-
duced in [7]. Moreover, also the CPU time of
the considered algorithms are analyzed.

Acknowledgement This research has been ac-
complished within the UMI Group TAA “Ap-
proximation Theory and Applications”, the
G.N.AM.P.A. of INDAM - 2023 Project "Ap-
prossimazione costruttiva e astratta mediante
operatori di tipo sampling e loro applicazioni"
and the University of Perugia.
It was supported by "National Innovation
Ecosystem grant ECS00000041 - VITALITY",
funded by the European Union - NextGenera-
tionEU under the Italian Ministry of Univer-
sity and Research (MUR), PRIN 2022: "AI-
and DIP-Enhanced DAta Augmentation for
Remote Sensing of Soil Moisture and For-
est Biomass (AIDA)" (main project number:



Abstracts 45

B53D23002450001, secondary project number:
J53D23000660001) funded by MUR, PRIN
PNRR 2022: “RETINA: REmote sensing daTa
INversion with multivariate functional model-
ing for essential climAte variables characteriza-
tion” funded by MUR, Ricerca di Base 2019
dell’Università degli Studi di Perugia: "Inte-
grazione, Approssimazione, Analisi Nonlineare
e loro Applicazioni"; "Metodiche di Imaging
non invasivo mediante angiografia OCT sequen-
ziale per lo studio delle Retinopatie degenera-
tive dell’Anziano (M.I.R.A.)", funded by FCRP,
2019.
References:

[1] H. Bustince, E. Barrenechea, M. Pagola and
J. Fernandez, Interval-valued fuzzy sets con-
structed from matrices: Application to edge
detection, Fuzzy Sets and Systems, 160 (13),
2009, 1819–1840.

[2] H. Bustince, M. Pagola, E. Barrenechea,
Construction of fuzzy indices from fuzzy DI-
subsethood measures: Application to the global
comparison of images, Information Sciences
177, (2007), 906–929

[3] F. Cluni, D. Costarelli, V. Gusella, G. Vinti,
Reliability increase of masonry characteristics
estimation by sampling algorithm applied to
thermographic digital images, Probabilistic En-
gineering Mechanics, 60, (2020), 103022. Doi:
10.1016/j.probengmech.2020.103022.

[4] D. Costarelli, A. Croitoru, A., Gavriluţ, A.,
Iosif and A.R. Sambucini, The Riemann-
Lebesgue integral of interval-valued multifunc-
tions, Mathematics, 8 (12), (2020) 1–17, 2250.
Doi: 10.3390/math8122250.

[5] D. Costarelli, M. Seracini, G. Vinti, A com-
parison between the sampling Kantorovich
algorithm for digital image processing with
some interpolation and quasi-interpolation
methods, Applied Mathematics and Com-
putation, 374, (2020), 125046. Doi:
10.1016/j.amc.2020.125046.

[6] D. Costarelli, G. Vinti, Approximation prop-
erties of the sampling Kantorovich operators:
regularization, saturation, inverse results and
Favard classes in Lp-spaces, Journal of Fourier
Analysis and Applications, 28 (2022) Art.
numb. 49. Doi: 10.1007/s00041-022-09943-5.

[7] A. Jurio, D. Paternain, C. Lopez-Molina,
H. Bustince, R. Mesiar and G. Beliakov,
A construction method of interval-valued
Fuzzy Sets for image processing, 2011 IEEE
Symposium on Advances in Type-2 Fuzzy
Logic Systems (T2FUZZ), (2011), 16-22, Doi:
10.1109/T2FUZZ.2011.5949554.

[8] A. Osowska-Kurczab, T. Les, T. Markiewicz,
M. Dziekiewicz, M. Lorent, S. Cierniak, D.
Costarelli, M. Seracini, G. Vinti, Improvement
of renal image recognition through resolution
enhancement, Expert Systems With Applica-
tions, 213(A) (2023) Art.Numb. 118836. Doi:
10.1016/j.eswa.2022.118836.

Aggregation functions and their
association with linear splines

STUPŇANOVÁ Andrea

Slovak University of Technology in Bratislava,
Faculty of Civil Engineering

Radlinského 11, 810 05 Bratislava
Slovak Republic

E-mail: andrea.stupnanova@stuba.sk

Linearity is an important concept, especially in
engineering applications. We consider continu-
ous functions F : [0, 1]n → [0, 1], i.e., continu-
ous fusion functions, that are piecewise linear,
i.e., linear on members of a simplices partition
{S1, . . . , Sk}, k ≥ n! (linear splines). We con-
sider a relaxed form of partitions, where any two
different members have an intersection with the
zero Lebesgue measure in the simplex case.

Definition 1 Consider a finite simplex parti-
tion S = {S1, . . . , Sk} of [0, 1]n (i.e., λn(Si ∩
Sj) = 0, i 6= j for each i, j = 1, . . . , k, where
λn is the standard Lebesgue measure on boolean
subsets of [0, 1]n, (i.e., ordinary crisp subsets),
and

k⋃
i=1

Si = [0, 1]n). The considered piecewise
linear function F is assumed to be linear on each
simplex Si, i.e.,

F (x1, . . . , xn) =
n∑
j=1

ai,jxj + bi ∈ [0, 1]

for each (x1, . . . , xn) ∈ Si, i = 1, . . . , k.
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Linear splines extending boolean functions in
dimension n = 2 were presented by Mesiar at
EUSFLAT 2017 in Warsaw. Motivated by this
idea, we present and discuss now linear spline
fusion functions. The aim of this contribution is
to study and characterise linear splines, which
are also aggregation functions. We focus on

• n = 2 for typical types of aggregation func-
tions, such as triangular norms, copulas,
etc. As typical example one can recall the
Lukasiewicz t-norm TL and ordinal sums
with TL summands.

• n-ary integral based aggregation functions
with no condition on n. As typical exam-
ples one can recall the Choquet, the Sugeno
and the Shilkret integrals.
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The construction of families of aggregation func-
tions on bounded lattices is currently a hot
topic. In this context, the introduction of the
concept of admissible order [6] has opened new
research lines in the study of different classes
of aggregation functions on totally ordered sets
based on this type of linear orders.
Recently, admissible orders on the set of dis-

crete fuzzy numbers, as well as, on the set
of discrete Z-numbers have been proposed in
[2,3]. Discrete fuzzy numbers, and especially,
those whose support is a closed interval of a fi-
nite chain Ln = {0, 1, ..., n} (usually denoted
by A Ln

1 ) have been widely investigated in the
literature, since they have proved to be useful
for the design of several computational linguis-
tic models [5,4] in which experts can perform
their evaluations in a very flexible way. Up to
the results presented in [2], the algebraic struc-
ture on which these linguistic models were based
was a bounded lattice, where the partial order
was constructed from extensions of the classical
min and max functions. In this framework, sev-
eral types of aggregation functions were studied
in [1]. However, now that admissible orders on
this set are available, these computational lin-
guistic models may be enriched and with this
aim, in this work, for the first time, we intro-
duce a novel construction method of aggregation
functions based on admissible orders defined in
A Ln

1 ×Ym (discrete fuzzy numbers on A Ln
1 with

a finite set of membership values). Further-
more, we introduce also aggregation functions
based on admissible orders for the set of dis-
crete Z-numbers whose components have a finite
set of membership values. These construction
methods rely on aggregation functions defined
on Ln, a framework where important classes of
aggregation functions have been defined such as
t-norms, uninorms, etc. Finally, it is proved
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that the proposed aggregation functions on the
sets of discrete fuzzy numbers and discrete Z-
numbers fulfil the same additional properties
that are satisfied by the underlying aggregation
functions on Ln.
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Fuzzy implications are one of the main oper-
ations in fuzzy logic. This is why new families
of these connectives and their properties are the
subject of study ([4]).
One of the directions of such research is con-

sidering an ordinal sum of fuzzy implications on
the pattern of the ordinal sum of t-norms.
In this contribution, some ways of generat-

ing fuzzy implications from given ones are pre-
sented. And example of such constructed fam-
ily is an e-threshold generated implication [3].
This method was modified later by Z.-H. Yi and
F. Qin [1] to more components and was called
the extended threshold generation method. An-
other possibility is a vertical e-threshold gen-
erated implication [2] proposed by S. Massanet
and J. Torrens.
In this contribution, we propose a generaliza-

tion of these methods that allows to tailor the
values of fuzzy implications for specific applica-
tion. Properties of the fuzzy implication cre-
ated by the use of this method, depending on
the properties of its generators, are examined.
Some comparisons to existing methods of con-
struction are presented.
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In formal concept analysis (FCA), there are
two main knowledge structures, namely the
the concept lattice and the basis of attribute-
implications. In this paper we focus on the
former. The Close-by-One (CbO) [2] strategy,
mainly based on the set of extents being a clo-
sure system, is one of the best known strategies
for developing algorithms to compute the con-
cept lattice. The first approach using this strat-
egy is the well-known NextClosure algorithm.
Recently, several improvements of this strat-

egy have been published, among them the one
known as FastCbO [1]; and the InClose fam-
ily of algorithms [3]. However, the contribu-
tions in the fuzzy framework are mostly based
on scaling the fuzzy context, applying the crisp
algorithm to the crisp one and descale the re-
sults. Our intuition is that the development
of a native fuzzy algorithm avoiding the scaling
would speed up the computation. Furthermore,
one could take advantage of the perks of the
fuzzy setting instead of translating the problem
to a crisp one, making the pruning techniques
more efficient and therefore avoiding unneces-
sary computation.

In this paper, we present the extension of
CbO-like algorithms to a native fuzzy environ-
ment, without scaling, and combining the ad-
vantages of the different algorithms to obtain
faster results with less computational load. The
soundness of these algorithms is presented to-
gether with a comparison with existing strate-
gies to show the improvement in both time,
number of intents computed and number of tests
performed.
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Graph-based data representation is gaining pop-
ularity. However, as much as it provides a
rich form of describing relations between entities
and entities themselves, it creates challenges in
identifying entities that are matched—ideally or
not—via some specific set of relations.
In this work, we investigate building a connec-

tion between RDF and FCA. The proposed ap-
proach transforms an RDF graph, where vertices
represent objects of different types and edges
represent relationships between these objects,
into a series of bipartite graphs. It is achieved
by separating edges representing specific rela-
tionships, resulting in a clear representation of
the relationship of interest without clutter.
To address this issue, we propose a bond-

based construction of rigorous and benev-
olent compositions of bipartite graphs [3].
These bipartite graphs are extracted from
RDF graphs and combined—using the proposed
construction—with external information related
to the graphs’ entities. This information, which
somehow represents the degree of similarity be-
tween the vertices to be composed, can be bet-
ter represented using many-valued truth degrees
instead of binary values [2]. This is because
it allows to capture more subtleties of the re-
lationship of similarity between the entities, as
opposed to binary values which only allow for a
simple “yes or no" answer. This is particularly
relevant when dealing with complex real-world
scenarios, where one is likely to find gradual re-
lations between entities.
In future work, we aim to develop new strate-

gies for building compositions that lie some-
where between the two extremes of the rigorous
and the benevolent bonds. These approaches
may involve the use of intermediate quanti-
fiers [4,1], allowing for a more nuanced repre-
sentation of the degree of relationship between
entities. Such strategies could prove useful in

a variety of contexts, such as recommendation
systems or data analysis, where a more specific
understanding of the relationships between en-
tities is desirable.
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The purpose of this contribution is to show the
connection and, in a sense, the similarity be-
tween the known classical and non-classical re-
sults on the representation and approximation
of a continuous function.
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Let us start with a question: are there genuine
continuous multidimensional real functions? Es-
sentially, this question David Hilbert posted at
the Second International Congress of Mathe-
maticians, held in Paris in 1900 as one of the
23 problems.
Hilbert’s 13th problem conjectured that there

are continuous functions of many variables that
cannot be expressed as composition and addi-
tion of continuous functions of two variables.
It took over 50 years to prove that Hilbert’s

conjecture is false. In 1956, Kolmogorov proved
a remarkable result: any continuous function of
any finite number of variables can be expressed
through the composition and addition of contin-
uous functions of three (or fewer) variables. In
1957, Arnold showed that 3 could be replaced
by 2, thereby proving Hilbert’s conjecture false.
Shortly thereafter, Kolmogorov showed [3] that
2 can be replaced by 1. The cited below theorem
is the reply to the Hilbert’s 13th problem.

Theorem 1 (Kolmogorov, Arnold, Ka-
hane, Lorentz, Sprecher [2])
For any n ∈ N, n ≥ 2, there exist real numbers
λ1, . . . , λn and continuous functions φk : I→ R,
k = 1, . . . , 2n + 1, where I = [0, 1], with the
property that for every continuous function f :
In → R there exists a continuous function g :
R→ R such that for each (x1, . . . , xn) ∈ In,

f(x1, . . . , xn) =
2n+1∑
k=1

g(λ1φk(x1)+· · ·+λnφk(xn)).

(1)

Our contribution is based on a careful analy-
sis of the proof of the Kolmogorov superposi-
tion theorem proposed by the Swedish math-
ematician Torbjörn Hedberg [4] and repeated
in [2]. We aim to show that the functions
φk(x1), . . . , φk(xn) discussed above in (1) create
a fuzzy partition similar to that considered in
[1]. Based on this similarity, we plan to show
that the structure of the expression (1) is simi-
lar to the inverse F-transform formula.
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In [2], lattice integral transforms were intro-
duced to generalize and consequently extend the
approximation abilities of lattice fuzzy trans-
forms proposed by Perfilieva in [1], which can
be used in signal and image processing, compres-
sion, denoising, data analysis, etc. Without go-
ing into details, for a given fuzzy measure space
〈X,F , µ〉, an integral kernel K : X × Y → L,
and ? ∈ {⊗,→}, the lattice integral transform
is defined as the map F ?

(K,µ) : F (X) → F (Y )
given by

F ?
(K,µ)(f)(y) =

∫ ⊗
X
K(x, y) ? f(x) dµ, (1)

where
∫⊗
X is the Sugeno-like integral introduced

in [3,4], and ⊗ and → is the multiplication and
residuum operation in the complete residuated
lattice L, respectively. Thus, a lattice integral
transform maps the lattice-valued functions over
X to the lattice-valued functions over Y , in a
similar way to the standard integral transforms
such as the Fourier or Hilbert transforms for real
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or complex functions. Lattice fuzzy transforms
are then special cases of lattice integral trans-
forms where the smallest and the largest fuzzy
measures are considered.
In [1], Perfilieva showed, among other things,

that a suitable composition of a direct upper
(lower) lattice fuzzy transform and an inverse
upper (lower) lattice fuzzy transform approxi-
mates the original function from above (below).
In terms of lattice integral transforms, the fol-
lowing inequalities were proved:

F⊗(K−1,µ>Y ) ◦ F
→
(K,µ⊥X)(f)(x) ≤ f(x) ≤
≤ F→(K−1,µ⊥Y ) ◦ F

⊗
(K,µ>X)(f)(x) (2)

for any f ∈ F (X) and x ∈ X, where K−1 is the
inverse integral kernel (i.e., K−1(y, x) = K(x, y)
for x ∈ X and y ∈ Y ), and µ⊥X and µ>X de-
note the the smallest and the largest fuzzy mea-
sures on X, respectively, and similarly for Y . A
natural question is whether the same or similar
inequalities hold for lattice integral transforms,
i.e. for more general fuzzy measures.
In addition, an interesting and challenging

question arises whether we can express the ap-
proximation quality of the composition of lattice
integral transforms, which means estimating the
closeness of the original function and its recon-
struction, i.e.,

F→(K−1,ν) ◦ F⊗(K,µ)(f)(x) ≈ f(x), x ∈ X,

for a suitable setting of the fuzzy measure ν, and
similarly for the reverse composition.
The aim of the presentation is to provide an-

swers to the above questions. We introduce the
concept of the inverse integral kernel (so-called
Q-inverse for a fuzzy relation Q on X) which
plays a crucial role in the reconstruction of the
original function using the composition of lat-
tice integral transforms. Next, we generalize
the inequalities in (2) that concern the upper
and lower approximations. Finally, we introduce
a modulus of continuity for lattice-valued func-
tions using which we estimate the quality of ap-
proximation of the reconstructed function. As a
corollary, we get that under certain conditions
on integral kernels, the extensional functions
with respect to Q can be ideally reconstructed,
i.e., the original and reconstructed functions co-
incide.
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This research is a smart combination of F -
transform and Fixed Point Theorem to approach
the nonlinear Volterra integral equation [1]. The
general form of non-linear Volterra equation of
the second kind has the form

y(t) = f(t) +
∫ t

0
K(s, t)φ(y(s))ds, (1)

where the functions: source f ∈ C1[0, T ], kernel
K ∈ C2 ([0, T ]× [0, T ]), φ ∈ C1[R] are given
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and y is unknown. We propose to compute
an approximate solution to the equation (1)
using the F -transform [6,5,3,4,7]. In details, we
construct an operational matrix for the Volterra
integral equation as a Hadamard product
of two matrices, one of which refers to the
Volterra operator, and the other to its kernel.
By this, the entire equation can be reduced
to a simplier form: the system of nonlinear
equations with a triangular matrix. This makes
the corresponding numerical method for solving
the Volterra integral equation efficient and low
computational. The supporting statements,
including the convergence of the method, and
estimate its computational complexity will be
provided.

Additionally, in order to guarantee that the
nonlinear equation (1) has a unique solution, we
show the applicability of the Fixed Point The-
orem, which plays a key role in solving many
problems in applied mathematics such as neu-
tron transport, population biology, economics,
applied mechanics, etc, see [8,2,9].

Acknowledgement The work was par-
tially supported from ERDF/ESF by
the project Centre for the development
of Articial Inteligence Methods for the
Automotive Industry of the region" No.
CZ:02:1:01=0:0=0:0=17049_0008414.
References:

[1] A-M. Wazwaz: Volterra Integral Equations.
Linear and Nonlinear Integral Equations.
(2022) 418–430.

[2] I. Perfilieva: Fuzzy transforms: theory and
applications. Fuzzy Sets and Systems. 157
(2006) 993–1023.

[3] I. Perfilieva, M. Dankova, B. Bede: Towards
a higher degree F-transform. Fuzzy Sets
and Systems. 180 (2011) 3–19.

[4] I. Perfiljeva, T. M. T. Pham: CI Ap-
proach to Numerical Methods for Solving
Fuzzy Integral Equations. Information Pro-
cessing and Management of Uncertainty in
Knowledge-Based Systems. (2022) 282–
293.

[5] T. M. T. Pham, J. Janeček, I. Perfil-
jeva: Fuzzy Transform on 1-D Manifolds.
Biomedical and Other Applications of Soft
Computing. (2022) 13–24.

[6] I. Perfilieva: Fuzzy transform: Application
to reef growth problem. Fuzzy Logic in Ge-
ology, Academic Press, Amsterdam. (2003)
275–300.

[7] M. Nazam , M. Arshad , C. Park , H. Mah-
mood: On a fixed point theorem with appli-
cation to functional equations. Open Math-
ematics. (2019) 1724–1736.

[8] P. K. Sharma, S. Sharma, J. Kaushik ,
P. Goyal: Applications of Fuzzy Set and
Fixed Point Theory in Dynamical Systems.
Qualitative and Computational Aspects of
Dynamical Systems. ISBN 978-1-80356-
567-5 (2023).

[9] L. Guran , Z. D. Mitrovi , G. Reddy ,
A. Belhenniche, S. Radenovi: Fixed Point
Theory and Its Applications in Nonlinear
Analysis and Optimization. Mathematics.
ISSN 2227-7390 (2023).

Transfer-Stable Aggregation
Functions: Applications,

Challenges, and Emerging Trends

CERMAN Zbyněk

Tomas Bata University in Zlín, Faculty of
Applied Informatics, The Department of

Mathematics
Nad Stráněmi 4511, 760 05, Zlín

Czech Republic
E-mail: cerman@utb.cz

The original transfer-stable aggregation func-
tions generalized the arithmetic means to finite
chains. The idea of applying these functions was
later demonstrated by purchasing several prod-
ucts depending on the quality and price of the
products. This paper aims to continue this idea
and show other possible applications of transfer-
stable aggregation functions. We identify sev-
eral concerns in various applications and present
possible remedies to address these concerns. We
show different types of lattices could be used to
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compile the assignment of a given application
problem. Based on this finding, we can very ef-
fectively divide the products into so-called qual-
itative classes. We conclude that distance-stable
lattices are most effective in these applications.
Moreover, we also show that the classes better
reflect reality using these lattices.
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In [1], we have presented a new construction pos-
sibility for t-norms. In this contribution we fur-
ther develop the construction method applying
it for uninorms. The construction possibility we
will present is a kind of generalization of the or-
dinal sum construction by Clifford [4]. Clifford’s
method was generalized for aggregation opera-
tors in [3] and a characterization of uninorms
with continuous underlying functions (an ordi-
nal sum construction) was presented in [2].
In our contribution, we assume that the un-

derlying operations of uninorms are ordinal
sums of t-subnorms and/or of t-superconorms
such that 1 and 0 is their respective idempotent
element. Ordinal sum possibilities for t-norms
and t-conorms whose summands are t-subnorms
and t-superconorms, respectively, will be dis-
cussed, and constructions for uninorms from
such underlying functions will be presented.
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As we will show, the structure of uninorms
with ordinal sums of t-subnorms and/or of t-
superconorms as underlying functions, is differ-
ent from the uninorms with ordinal sums of t-
norms and t-conorms as underlying functions.
Some of the main results are formulated below.
Theorem 1
Let e ∈ ]0, 1[ and U be a uninorm with e as neu-
tral element. Assume there exist x ∈ ]0, e[ and
z ∈ ]e, 1[ such that the restrictions of U to [0, x]
and to [z, 1] are isomorphic to a t-subnorm and
a t-superconorm, respectively, both of them with
no non-trivial idempotent elements. Then all
values of U in [0, e[× ]e, 1] are from [0, e[ or all
values are from ]e, 1].

Theorem 2
Let e ∈ ]0, 1[ and U be a uninorm with e as neu-
tral element. Assume all constraints of Theo-
rem 1 are fulfilled. Let all values in [0, e[× ]e, 1]
be from [0, e[. Let a1 < a2 < e be idempo-
tent elements of U . Then U(x, y) ∈ ]a1, a2[ for
(x, y) ∈ ]a1, a2[×[e, 1]. Moreover, U(a, z) = a
for all z ≥ a where a < e is an idempotent ele-
ment of U .

Concluding our considerations, Theorems 1
and 2 imply that, if a1 < a2 < a3 < e are arbi-
trary three idempotent elements of U , the values
U(x1, x2) for (x1, x2) ∈ ]a2, a3[×[a3, 1] are not
influenced by the values U(x3, x4) for (x3, x4) ∈
]a1, a2[×[a2, 1].
Some more properties characterizing uni-

norms of the above discussed form will be pre-
sented. Our aim is to get a complete charac-
terization of this class of uninorms which bears
some elements of ordinal sum construction.
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Uninorms defined in the unit interval were in-
troduced by Yager and Rybalov [1] as aggrega-
tion functions to simultaneously generalize both
t-norms and t-conorms. They have proved to be
useful in a wide range of fields like decision mak-
ing, neural networks, information fusion, subjec-
tive evaluations, expert systems, fuzzy systems



Abstracts 55

modelling, pseudo-analysis and measure theory,
fuzzy DI-subsethood measures and image pro-
cessing, fuzzy logic, approximate reasoning, etc
(see Section 5 in [2] for details). In literature,
the most prominent classes of uninorms are the
class of uninorms in Umin ∪ Umax, the class of
uninorms with continuous underlying functions
and the class of idempotent uninorms. The par-
tial continuity is a staple assumption for charac-
terizing first two classes of uninorms. However,
characterizing idempotent uninorms is of pure
algebra and does not rely on the (partial) con-
tinuity.
Generalization of conjunctors in many-valued

logics leading to extension of triangular norms
from the unit interval to bounded posets and lat-
tices has initiated extensive research of aggrega-
tion functions [4,5]. Similarly, in decision prob-
lems, several generalizations of means, including
means on more general spaces, were considered.
Aggregation in these new spaces brought many
open problems, e.g., we can mention characteri-
zations of Sugeno integral or special aggregation
functions as t-norms, nullnorms, uninorms, n-
uninorms on bounded lattices, or various types
of construction methods for aggregation func-
tions on lattices and posets, or generating aggre-
gation functions by means of clones on bounded
lattices.
In this contribution, we will extend the results

of [3] and we will show the complete character-
ization of idempotent uninorms defined on lat-
tices with at most a single point incomparable
with the neutral element. Using a special func-
tion that groups incomparable elements, we will
divide any bounded lattice into sets with sim-
ilar properties and then show that each idem-
potent uninorm defined on a bounded lattice,
where each point is comparable with the neu-
tral element, i.e., Ie = ∅, is just the ordinal sum
of these sets. Our task in this case is similar
to Cinderella’s task, as we have to collect the
points that belong together and separate them
from the others. In the case when Ie = {w},
the situation is much more complicated. Using
a similar decomposition we will show the com-
plete characterization of several special classes
of idempotent uninorms, covering internal uni-
norms, idempotent uninorms with annihilator
w and others. By composition of these spe-
cial cases we will obtain the complete charac-

terization of all idempotent uninorms defined
on a bounded lattice with exactly one point in-
comparable with the neutral element. Finally,
we will discuss idempotent uninorms defined on
even more complex bounded lattices.
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In this contribution authors aim to present
the results of their study on the pseudo-
uninorms with continuous underlying functions.
A pseudo-uninorm is an associative binary op-
eration with a neutral element e ∈ [0, 1] that is
non-decreasing in both coordinates.
The results are concerned mainly on the

points of non-commutativity and discontinuity,
the possibility of a redefinition of the operator
to a commutative uninorm and finally the com-
plete characterization of pseudo-uninorms with
continuous underlying functions. It turns out
that the points of non-commuatitvity (x, y) of
a pseudo-uninorm with continuous underlying
functions P may occur only on the graph of its
characterizing set-value function. Moreover, in
such a case x and y must be idempotent points of
the pseudo-uninorm P . At last, the set of semi-
groups constituting decomposition of a pseudo-
uninorm via Clifford ordinal sum is composed of
the following semigroups:

• nilpotent t-norm on [a, b[

• nilpotent t-conorm on ]a, b]

• strict t-norm on ]a, b[

• strict t-conorm on ]a, b[

• representable uninorm on ]a, b[∪{v}∪]c, d[

• trivial semigroups on {a}

• projections on the first (or last) coordinate
on {a, c},

where a < b < e < c < d and v ∈ [b, c].
This contribution extends similar results for

uninorms with continuous underlying functions
shown in [1] and follows the characterization
of idempotent pseudo-uninorms [2] and pseudo-
uninorms with continuous Archimedean under-
lying functions [3].
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In our contribution, we would like to deal with
the issue of big data and generalized probabil-
ity from several points of view. Many big data
files are also loaded with random events. There-
fore it is necessary to take this feature into ac-
count when processing them. Currently, there
are several diametrically different approaches to
data processing, e.g., [2,3]. It is not correct
to apply only the classical theory of probabil-
ity (probability measure defined on the Boolean
σ-algebra). We will focus on the modelling the
randomness, which is studied in, e.g., [1,5,4].

Acknowledgement The support of Faculty of
Electrical Engineering and Information Technol-
ogy of STU in Bratislava is kindly announced.



Abstracts 57

References:

[1] GOLESTAN, S., HABIBI, M.R.,
MOUSAZADEH MOUSAVI, S.Y.,
GUERRERO, J.M., VASQUEZ, J.C.:
Quantum computation in power systems:
An overview of recent advances. Energy
Reports. 9 (2023) 85–89.

[2] KIMOVSKI, D., SAURABH, U., et all:
Beyond von Neumann in the Comput-
ing Continuum: Architectures, Applica-
tions, and Future Directions. IEEE
Internet Computing Open Access DOI
10.1109/MIC.2023.3301010 (2023) 1–11.

[3] NÁNÁSIOVÁ, O., VALÁŠKOVÁ, Ľ.,
ČERŇANOVÁ, V.: Probability measures
and logical connectives on quantum logics.
Journal of Automation, Mobile Robotics
and Intelligent Systems 13 (2019) 64–73.

[4] NÁNÁSIOVÁ, O., PYKACZ, J.: Mod-
elling of Uncertainty and Bi-Variable Maps.
Journal of Electrical Engineering 67 (2016)
196–176.

[5] NÁNÁSIOVÁ, O., PYKACZ, J.,
VALÁŠKOVÁ, Ľ., ČIPKOVÁ, K.: Exten-
sion of Joint Distribution Functions on
Quantum Logics. International Journal of
Theoretical Physics 59 (2019) 274 – 291.

Weak bisimulations: Trading the
impreciseness for the finiteness

MICIĆ Ivana1, ĆIRIĆ Miroslav1,
MATEJIĆ Jelena1, STANIMIROVIĆ
Stefan1 and NGUYEN Linh Anh2,3

1University of Niš, Faculty of Sciences and
Mathematics

Višegradska 33, 18000 Niš
Serbia

E-mail: {ivana.micic, miroslav.ciric,
jelena.matejic, stefan.stanimirovic}@pmf.edu.rs

2Faculty of Mathematics, Informatics and
Mechanics, University of Warsaw

Banacha 2, 02-097 Warsaw
Poland

3Faculty of Information Technology, Nguyen
Tat Thanh University

Ho Chi Minh City
Vietnam

E-mail: nguyen@mimuw.edu.pl

Weak bisimulations are a celebrated notion used
to compare the behaviors of various fuzzy struc-
tures, such as fuzzy labeled transition sys-
tems, fuzzy Kripke models, and fuzzy automata.
Weak bisimulations have a natural and elegant
definition for the latter, as they relate fuzzy sets
of accessible and co-accessible states of fuzzy au-
tomata (see [3] for more information). From the
mathematical aspect, they are just fuzzy rela-
tions that are solutions to specific linear sys-
tems of fuzzy relation equations or inequalities.
Nevertheless, such systems may contain an in-
finite number of equations or inequalities when
the truth value structure is locally non-finite,
as in the case of the product structure (cf. [2]
for more information). In that case, we demon-
strate that we can truncate the product struc-
ture with the support [0, 1] to a new structure
with the support [ε, 1], where ε ∈ (0, 1) is some
small value (a threshold). With the newly de-
fined operators of multiplication and residuum,
we show that this new structure, which we call
the ε-truncated product structure, is still a com-
plete residuated lattice. However, this structure
is now locally finite for any threshold ε. Thanks
to it, the given linear systems have a finite num-
ber of fuzzy relation equations or inequalities
over the ε-truncated product structure. Con-
sequently, if these systems admit a solution, a
weak bisimulation can always be computed for
fuzzy automata under that structure. However,
the price to pay is that we only keep the equiva-
lence of fuzzy automata in the product structure
to a certain degree. Nevertheless, this degree is
not greater than ε, and the lower the thresh-
old ε, the better the approximation of behavior
equivalence is achieved.
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Honeycomb-based structures are prevalent in
various scientific fields, such as mathematics,
chemistry, and physics. Their frequent occur-
rence and wide-ranging applications necessitate
the development of more efficient methods for
processing and analysis. As a result, researchers
have been actively pursuing more efficient
methods for processing and analyzing these
structures.

We present new aggregating methods for
honeycomb-based structures. Our approach
involves representing such structures using bi-
nary sequences, departing from the traditional
treatment of these structures as oriented or
labeled graphs. This innovative representation
streamlines research while preserving essential
structural information. We extend the idea of
representing the honeycomb-based polygonal
chains with binary sequences to the general
case. It empowers us to examine pre-existing
sequence and string similarity functions (e.g.,
Hamming distance) while innovating and
introducing novel ones. Moreover, new binary

operators contribute to the creation of innova-
tive methods for aggregating these structures
and identifying related medoids.

We analyze the advantages and disadvan-
tages of each considered similarity function
when used as a comparison operator and as a
medoid generator. Furthermore, we illustrate
each case with an example involving related
structures.
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In [3], a general algebraic solution of fuzzy lin-
ear systems of Friedman et al.’s type has been
characterized, and the algorithm based on the
Moore-Penrose inverse of coefficient matrix for
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obtaining the general (strong) solution of non-
square FLS has been presented. The straightfor-
ward method recently proposed in [1] for solv-
ing m × n FLS AX̃ = Ỹ is a generalization of
the obtained results from [3,2]. The presented
method provides the possibility to choose any
of {1}-inverses of the coefficient matrix A, not
necessarily the Moore-Penrose inverse, since it is
based on the general algebraic (strong) solution
form of m× n FLS.
In this paper, a method for solving a dual

fuzzy linear system (DFLS), AX̃ + C̃ = BX̃ +
D̃, is obtained, where the coefficient matrices
A,B ∈Mm×n are arbitrary real m×n matrices
and C̃, D̃ ∈ Vm are given fuzzy number vectors.
A necessary and sufficient condition for the R-
consistency of the associated system of linear
equations is obtained, related to its representa-
tive solutions. Moreover, the general form of
representative solutions of such linear systems
is presented as follows

A S S R =
{
X ∈ FR |X = X∗ + 1

2L + T,

(SA − SB)L = O (SA − SB)T = R} ,

where X∗ = SG(D − C) for some G ∈
(A−B){1} and R = D − C − (SA − SB)X∗.
The straightforward method for solving m × n
DFLS based on an arbitrary {1}-inverse of A−B
is introduced. This method is illustrated by in-
teresting examples. Also, as an application, we
present a new method for solving a wide class of
fuzzy matrix equations based on {1}-inverses of
involved real matrices.
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In the real world, interpretation, understand-
ing, and deriving information using natural lan-
guage is prevalent. Particularly, fuzzy sets have
been proven successful in linguistically sum-
marising numerical data and extracting knowl-
edge in natural language from large datasets in
the form of e.g. fuzzy association rules [1,2] or
linguistic summaries [3,4,5]. In our contribu-
tion, we focus on implicative rules, which belong
to the class of fuzzy association rules and have
been proven an efficient tool for the explanatory
analysis of large data sets.
In this work, we design fuzzy associative rules

for economic time series databases describing
the analysis of the expectations of customers to-
wards inflation vs. the sentiment of communi-
cation of central banks. The main tool for lan-
guage interpretation is the GUHA method [5]
and further generalized intermediate quantifiers,
e.g., “Almost all”, “A few”, “Several”, “Most”,
etc.
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Psychiatric diagnosis relies heavily on interview-
ing the patient [4]. The vagueness of the lan-
guage used to detect a symptom increases as
the subjectivity of the symptom description in-
creases. This fact leads to greater uncertainty
regarding the diagnosis. Two symptoms of a ma-
jor depressive episode are abnormal psychomo-
tor activity and amount of sleep that are most
often detected using the perceptions of the pa-
tient him/herself, people close to the patient or
a health professional [6].
Our objective is to apply a computational

method whose results can be understood by
psychiatry and psychology professionals to a
real problem of diagnosing major depressive and
bipolar disorders using data obtained with actig-
raphy [7]. Based on these considerations, we
opted for fuzzy natural logic since this theory
takes linguistic expressions [2] and human rea-
soning into account and seeks logical conclusions
that are applicable to complicated and real sit-
uations, thus being a resource that helps to de-
velop diagnostic reasoning and not replace it.
We created fifteen implicative rules and de-

signed fuzzy sets that describe the total sleep
time and motor activity of each participant in
terms of evaluative linguistic expressions [2,5].
We extracted information from an actigraph by
analyzing the information present in the first
seven days of using the device. Table 1 shows
the percentage of participants in each extension
of expressions describing the state of health as
proposed in [3].

Group very well well borderline unwell very unwell
Condition 8.69% 13.04% 34.78% 26.09% 17.39%

Control 53.12% 12.5% 21.87% 12.5% 0%

Table 1: Percentage of individuals in a group
belonging to each extension of linguistic expres-
sions evaluating the consequents of the rules.
The rules chosen to evaluate each participant are
in accordance with the Perception-Based Logi-
cal Deduction method [5].

In order to increase the number of patients
identified as unhealthy and reduce the number of
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rules, we resorted to the theory of intermediate
quantifiers [1] and generated three implicative
rules that evaluate if the patient is unwell or
very unwell over a time frame of 7 − 14 days,
depending on data availability:

• R1: If motor activity is not high almost
every day AND total sleep time is high or
very low most days, then the participant
is very unwell.

• R2: If motor activity is low most days,
then the participant is very unwell.

• R3: : If motor activity is not high almost
every day OR total sleep time is high or
very low most days, then the participant
is unwell.

State of Health Condition Control
Very Unwell 17.39% 0%

Unwell 43.48% 18.75%
Total 60.87% 18.75%

Table 2: Labels and average degrees of belong-
ing to each group according to the chance of hav-
ing a mood disorder, using intermediate quanti-
fiers.

In this paper, we only considered two of the
nine symptoms of a major depressive episode [6].
Nevertheless, we succeeded in classifying 43.48%
of the condition group as unwell or very unwell
using fifteen implicative rules in Table 1. Al-
though we reduced the number of rules to merely
three, we were able to identify 60.87% of the con-
dition group as unhealthy, i.e., unwell or very
unwell, using intermediate quantifiers as shown
in Table 2. Due to restrictions in the number of
words (we are already far beyond the limit), we
have to postpone the description of the details
of these experiments. We also intend to seek the
guidance and collaboration of a professional in
the area.
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People commonly use quantifiers in the real-life
conversation. In this talk, we will deal with
quantifiers of type 〈1, 1〉. An example of these
quantifiers can be the following: All children like
chocolate where All is a quantifier, children is a
subject and like chocolate is a predicate. When
we deal with this type of quantifiers we can dis-
tinguish two types of inferences - mediate and
immediate inferences. Our goal in both cases is
to obtain new information (another quantifier).
Mediate inferences use more than one quantifier
for the inference. On the other hand, immediate
inferences use only one quantifier for inference
(see [4]).
Some of the immediate inferences are con-

nected with some structure of opposition (see
[3, 2]). But there are also other kinds of imme-
diate inference: conversion, obversion, contra-
position. In this presentation, we will focus on
conversion.
Conversion interchanges the subject and the

predicate of a quantifier and after this inter-
change, the truth value remains the same. In
the classical case, we have two classical quanti-
fiers (all, some) and truth values are {0,1}. We
will show immediate inference by conversion in
the following example.

Example 1 Let us know that:
“No lions are herbivores ”. is TRUE
Then we can infer by conversion:
“No herbivores are lions” is TRUE

The goal of this talk is to generalize this
classical case by using fuzzy intermediate quan-
tifiers. These quantifiers were introduced in
Fuzzy natural logic by Novák in [1]. Generaliza-
tion comes in several ways. We distinguish not
only classical quantifiers but also intermediate
quantifiers (almost all, most, many) which lie
between classical quantifiers. We also extend
truth values to the interval [0, 1] .
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This contribution on further study of logical syl-
logisms with intermediate quantifiers were intro-
duced from a philosophical point of view first in
[5] and then further elaborated in [4]. In our
previous publications [3,4], we proved the valid-
ity of logical syllogisms with intermediate quan-
tifiers “Almost all”, “Most”, and “Many”. In
this presentation, we will introduce new forms
of logical syllogisms with new forms of interme-
diate quantifiers, namely “A few” and “Several”.
An interesting area for discussion are non-trivial
syllogisms of the third figure and the verification
of their validity. In our further research we plan
to extend generalized Peterson’s rules proposed
in [4]. The latter can be used for quick verifica-
tion of the validity of syllogisms without formal
proof or construction of a model. Our planned
extension should work also for the new forms of
syllogisms introduced above.
Keywords: Fuzzy natural logic, Intermediate
quantifiers, Intermediate syllogisms, Quantifiers
“A few” and “Several”
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Convolutional Neural Networks (CNN) are a
type of neural networks relying on the extrac-
tion and combination of spatial features. Their
effectiveness has been demonstrated in numer-
ous applications in computer vision, but have
also been successful in the field of natural lan-
guage processing [1]. In all such applications,
the extracted features suffer from high redun-
dancy. This inherent redundancy is deal with
by pooling layers, which serve to merge the local
features to obtain a single local-to-global feature
as a representative. For image processing ap-
plications, pooling is typically performed with
symmetric operators, since visual features are
expected to be invariant w.r.t. image rotations
or translations. However, in text-based CNNs,
features are time-dependent. In other words, the
order of the features might have a significant im-
pact in global analysis. Hence, symmetric func-
tions might not be necessarily the best option for
feature pooling. Examples of these not necessar-
ily symmetric functions are pseudo-t-conorms
[3] and pseudo-grouping functions [1]. In this
work, we study the use of pseudo-grouping func-
tions as pooling operators in natural-language
oriented CNNs. In order to do so, we first pro-
pose constructions methods for pseudo-grouping
functions by distorting aggregation functions via
pseudo-automorphisms. Pseudo-grouping func-
tions are further used to merge local features in
text-based CNNs. Experimentally, we have ob-
tained statistically significant improvements in
performance when compared to standard sym-
metric operators.
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Fusion and aggregation functions are some of the
most widely employed tools in Information Fu-
sion. Usually, different functions are best suited
for particular machine learning tasks, but when
we face a complex problem or lack expert knowl-
edge, the selection of the most suitable one is not
always straightforward.
Penalty-based functions were introduced in

order to alleviate this difficulty [6] and allow to
select the best reduction of a set of values out
of a selection of fusion functions. In the past,
they have been used with success for tasks such
as image downsampling [5] and decision making
[7].
An alternative approach to that of selecting

the best fusion function, is that of combining
different ones through their convex combina-
tion. This allows to preserve the information
provided by each of them, although the prob-
lem of weighting each one according to its impor-
tance needs to be addressed. In [4], we made use
of a similar approach to replace the feature re-
duction process of a Convolutional Neural Net-
work (CNN) in its pooling layer, improving the
model’s behaviour.
In this work, we try to combine the best

of both approaches through an extension of
penalty-based functions, which we refer to as
wPA-functions. Rather than using a penalty
function to select the best single function, we
propose to use it to evaluate the suitability of
each possible function, with smaller penalty val-
ues being associated with more important re-
ductions. This information is then used to com-
pute the weight for each term of a convex com-
bination of the available fusion functions. We
present construction methods which allow to
tune the strictness of the weighting procedure,
and study the conditions under which the re-
sulting wPA-functions can be considered pre-
aggregation functions [3]. We also improve the
results obtained in [4] by replacing our previ-
ous approach by the new wPA-functions in the
pooling layer of our CNN model.
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In this paper, we propose an efficient approach
for tracking a given phenomenon in a corpus
using natural language processing (NLP) meth-
ods. The topic of tracking phenomena in a cor-
pus is important, especially in the fields of soci-
ology, psychology, and economics, which study
human behaviour in society. Unlike existing ap-
proaches that rely on universal large language
models (LLMs), which are computationally ex-
pensive, we focus on using computationally less
expensive methods. These methods allow for
high data processing speed while maintaining
high accuracy. Our approach is inspired by
the cascade approach to optimization, where we
first roughly filter out unwanted information and
then gradually use more accurate models, which
are computationally more expensive. In this
way, we are able to process large amounts of
data with high accuracy using different models,
while also reducing the overall cost of compu-
tations. To demonstrate the proposed method,
we chose a task that consists of finding the fre-
quency of occurrence of a certain phenomenon
in a large text corpus, which is divided into in-
dividual months of the year. In practice, this
means that we can, for example, use Internet
discussions to find out how much people are dis-
cussing a particular topic. The entire solution is
presented as a pipeline, which consists of indi-
vidual phases that successively process text data
using methods selected to minimize the overall
cost of processing all data.
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Floods pose the most frequent type of natural
disaster in the word, causing a huge amount of
structural damage on populated areas with the
destruction of crops, vehicles, properties, etc.
and the irreplaceable loss of human lives. All
this leading to great economic costs and mental
health issues on the citizens.
On the prevention site, it is important to
dispose of early warnings of floods for antic-
ipating the events and apply the emergency
plan to reduce the possible impact. Floods can
be originated from different causes, the most
common are by overflow on the river capacity
invading residential areas, and severe stationary
rains where the water can get stuck on the
surface.
The traditional approach for getting these
alerts is with the use of physical models that
simulates the behaviour of a river by approx-
imating physical laws. However, the use of AI
on the nowcasting field is offering significant
advantages in terms of efficiency, accuracy, and
flexibility, which makes them more appropriate
for this application [1].
We propose to use a fuzzy inference system
model based on Takagi-Sugeno-Kang approach
(TSK) and optimize it using an Adaptative

Neuro-Fuzzy Inference System (ANFIS) to pre-
dict the river flow for the next 8 hours on the
Arga river (Province of Navarra, Spain), which
caused some episodes of floodings on the city
of Pamplona. This model performs better than
the hydrological models currently used, which
can only reach up to 2 hours of anticipation
time, and improved Long Short-Term Memory
(LSTM) model, which previous work considered
it as the best AI model for this river due to its
capability to learn time related patterns.
The dataset used consist of meteorological
variables supplied from the statal agency
AEMET and hydrographic variables from the
Hydrographic confederation of the Ebro River
(CHEBRO).

Acknowledgement The support of Tesicnor
S.L. is kindly announced.
References:

[1] Frame, J. M., Kratzert, F., Klotz, D.,
Gauch, M.,Shalev, G., Gilon, O., Qualls,
L. M., Gupta, H. V., and Nearing, G. S:
Deep learning rainfall–runoff predictions of
extreme events. Hydrology and Earth Sys-
tem Sciences. No 26 (2022) 3377–3392.

A note on the minimax
decomposition integrals

ŠELIGA Adam

Faculty of Civil Engineering, Slovak University
of Technology in Bratislava,

Radlinského 11, 81005 Bratislava, Slovakia
E-mail: adam.seliga@stuba.sk

A new modification of decomposition integrals
was introduced in the paper [1] by Šeliga et al.
Decomposition systems characterize this class of
integrals as in the case of the classical decompo-
sition integrals. Note that the classical decom-
position integrals are the suprema of collection
integrals with respect to collections contained in
the chosen decomposition system, the minimax
integrals are the infimum.
These integrals have interesting properties.

First of all, they are positively homogeneous and
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piecewise linear aggregation functions. More-
over, the minimax integral is the super-additive
operator. These integrals give a natural rise to a
new relation on the class of decomposition sys-
tems.
A dual approach, to replace the outer infimum

by supremum in the case of super-decomposition
integrals leads to a concept of the maximin de-
composition integrals. They are sub-additive
positively homogeneous piecewise linear aggre-
gation functions.
Both the minimax and the maximin decom-

position integrals are exemplified.
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Federated learning with respect to their assump-
tions is the perfect method to solve problems in
many aspects of operating businesses.
In many practical aspects data are crucial be-
cause many businesses collect and use their data
to enhance their performance. However, limited
data or low data quality can hinder model devel-
opment, particularly in dynamic environments.

To get better effects in decision processes, com-
panies collecting similar data may opt to ex-
change knowledge without sharing their data,
due to privacy or legal issues. This is why fed-
erated learning gives us possibilities to improve
by these requirements.
Especially, horizontal federated learning will be
explored, where each client (organization) itera-
tively improves its model, so that it can be regu-
larly aggregated and shared with all clients par-
ticipating in the federation for further improve-
ments. In federated averaging, the aggregation
mechanism is based on the different methods
available to each client and depends on them.
In this paper, we propose to use a more ad-
vanced aggregation mechanism and we compare
it with other methods from adequate literature
[6]-[6].
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When studying functions, we often need a rough
description of their shapes in terms like increas-
ing, convex, etc. E.g., given a function, we have
an idea how its derivative and integral look like.
This intuition is missing in the study of asso-
ciative copulas (or, more generally, triangular
norms, abbr. t-norms) and their generators. A
rare exception is described in [2,3].
Switching attention to generators is a desir-

able simplification; instead of a binary func-
tion, whose associativity is hardly interpreted in
their graphs, we may deal with unary functions.
These take the advantage that some well-known
binary operations are associative. We use addi-
tion, leading to additive generators, or multipli-
cation, leading to multiplicative generators. We
point out that some other associative binary op-
erations can be considered and bring advantages
in specific contexts.
A problem is that the generators (of any kind)

are not unique; additive generators are deter-
mined up to positive multiples, multiplicative
generators up to positive powers. This implies
that, e.g., the notion of convexity is well-defined
for additive generators (if one additive gener-
ator is convex, so are all others), but not for
multiplicative generators (some of them may be
convex, some not, although they generate the
same t-norm). A consequence is that knowing
a t-norm, we do not have even a rough idea of
the “shape” of its generator and vice versa. We
wanted to fill in this gap in understanding these
notions.

In order to be able to speak of a “shape” of a
generator, we need to select a unique one. (Fol-
lowing [5], we denote by t an additive generator
and by θ a mulitiplicative one.) We distinguish
several possibilities (see also [4]):

1. If the t-norm is nilpotent, its additive gen-
erators are bounded and we may normalize
the value at 0, requiring t(0) = 1.

2. If the t-norm is strict, its additive genera-
tors are unbounded. We may require t(x) =
y for some fixed x ∈ ]0, 1[, y ∈ ]0,∞[.

3. We may fix the derivative of an additive
generator at 1, t′(1) = −1.

4. We may fix the derivative of a multiplica-
tive generator at 1, θ′(1) = 1.

5. We may require θ(x) = y for some fixed
x, y ∈ ]0, 1[.

6. We may fix the derivative of a multiplica-
tive generator at 0, θ′(0) ∈ ]0,∞[.

The latter option 6 requires an explanation: If
there is such a multiplicative generator, it is
unique, as well as the value θ′(0). We cannot
require an equality for this value. We call such a
generator balanced [6]. We derived several prop-
erties relating the “shape” of a balanced gener-
ator and the corresponding t-norm [8,7].
The applicability of options 3, 4, 6 is limited

by the assumptions that the respective deriva-
tives exist, are non-zero and finite. Nevertheless,
they lead to useful comparison of those opera-
tions which admit such a description.
Options 2, 5 are universal, but they did not

appear much helpful. Of course, the above list is
not complete, the ideas can be combined, e.g, by
fixing the derivatives at arbitrary points. Also
this idea was not much successful.
Our principal message is that the use of

derivatives at boundary points allows a progress
in understanding the interplay of generators and
the corresponding t-norms. We concentrated on
the behavior of the operations near the bounds
0 and 1. This is crucial in copulas describing
extreme value distributions [9,1].
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In paper [2] Boczek et al. introduced a
new concept of generalized survival functions
and the corresponding conditional aggregation-
based Choquet integral based on them.
The main ingredient of this construction are
conditional aggregation operators that cover
many existing aggregations, such as the arith-
metic and geometric mean, or famous Choquet,
Sugeno and Shilkret integrals.
The original construction of the conditional

aggregation-based Choquet integral does not
use level sets of real-valued functions. A con-
ditional aggregation operator A(·|E) assigns a
new value A(f |E) from [0,+∞] to a function
f : X → [0,+∞]. In order to build a gener-
alized survival function µA (f, α), the family A
of operators A(·|E) for conditional sets E and
a monotone set function µ are used. The gen-
eralized survival function becomes a key to in-
troduce conditional aggregation-based Choquet
integral of a function f as

CA (f, µ) =
∫ ∞

0
µA (f, α) dα. (1)

In our talk we provide a different perspective
on the construction of the conditional aggre-
gation-based Choquet integral compared to the
original paper [2]. More precisely, a monotone
measure space (X,µ) may be assigned a mono-
tone measure space (Ê , Nµ) with Ê ⊆ 2X and
Nµ being one of transformations of monotone set
functions to the power set, studied by Yager and
Mesiar in [1]. Therefore, the generalized Cho-
quet integral (1) can be considered as a stan-
dard Choquet integral but on a hyperspace Ê .
We show that this presenting of the aggregation-
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based Choquet integral simplifies the study of its
properties.
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In this paper, I propose different forms of fuzzy
planes: a three-point form, an intercept form,
and a fuzzy plane passing through a fuzzy point
and perpendicular to a given crisp direction.
In regression analysis, a plane plays an im-
portant role in analyzing the relationships be-
tween a dependent and two independent vari-
ables, in R3. However, a crisp plane is not al-
ways enough when observed data is inherently
imprecise. When description of data is vague,
imprecise, or inadequate, their relationship by
classical geometry may not be possible. The
need for an effective presentation of relation be-
tween objects or data whose realizations are in-
herently imprecise has necessitated the formu-
lation of a fuzzy plane. Hence, I extend the
classical definition of a plane to the fuzzy envi-
ronment. The proposed fuzzy plane is applied
to fit a fuzzy plane to the available data sets of
imprecise locations in R3. Moreover, a degree of
fuzzily fitted fuzzy plane to the given data sets

of imprecise locations is defined. The aim is to
provide a unified foundation of a framework for
developing fuzzy geometric modeling which will
benefit both creative design and computer vision
applications.
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Due to a large number of diverse
classes/construction methods available for
modeling joint probability distribution (mainly
thanks to decomposition to copula and
marginals approach), it may be difficult to use
a particular model for general set of purposes
such as calculation of probabilities for certain
region in variables space and level sets of quan-
tiles, construction of multivariate marginals
and conditional distributions, finding moments
and other characteristics representing the full
joint distribution or its subsystems.
The problem is theoretical (derivation of

proper formulas) as well as practical (finding
suitable implementation in software packages).



Abstracts 71

Here we present an approximate yet general so-
lution based on distribution representation via
grid of (absolute or relative) frequencies and
fast data frame manipulation tools available in
widely used R environment. The grid can be
generated either directly from density or cumu-
lative distribution function or indirectly from
random sample. The solution is scalable both
in terms of precision and dimensionality, and
is limited only by hardware resources (memory,
parallel processing units).
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The topic of this contribution belongs to the ba-
sic ground of fuzzy set theory. We plan to dis-
cuss the notion of interactivity. Although the
notion of interactivity is quite old (it has been
defined by L. Zadeh in 1975), many mathemati-
cians do not consider it when applying some
results of fuzzy set theory. This fact is some-
what surprising because the well-known Zadeh’s
(extension) extension is a special case of the
interactivity-based (sup-J) extension principle.
The notion of interactivity between two or

more fuzzy numbers is strongly connected with
notions of a joint possibility extension J and a
so-called sup-J extension principle, and it has
been intensively studied in the last two decades.
For instance, in 2004, Fullér, Carlsson, and Ma-
jlender ([2]) introduced a relation between inter-
activity and a joint possibility extension, prac-
tical aspects of interactive computing (the one
given by a sup-J extension principle) were stud-
ied by K. Scheerlinck, B. de Baets, et al. ([1])
about ten years ago, and numerous mathemati-
cians studied also interactive fuzzy arithmetic
in the last decade. Surprisingly, the interac-
tive arithmetics can provide some interesting
features, which are not available for "standard"
fuzzy arithmetic (i.e. the one using Zadeh’s

extension principle), and the group around E.
Esmi, de Barros et al. recently showed useful
practical impacts of the interactive computing.
For instance, one can mention the existence of
the inverse element for the interactive addition,
the existence of the interactive derivative, etc.
In our talk, we would like to go further in this

direction by studying some aspects of interac-
tive arithmetics: for instance, by studying con-
ditions, under which the interactive operation
preserves inverse elements of given operations.
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Entropy is a concept of high importance in many
fields of study. It can be seen as a similar-
ity measure evaluating the resemblance between
two distribution functions (thus measures) or
in the principle of maximum entropy [3] as an
approximation tool for distribution function in
situations where uncertainty is included. Gen-
eralising (not only) these ideas for the nonad-
ditive setup, a corresponding formula for fuzzy
differential entropy is necessary. As in [1], the
transition to fuzzy measures instead of proba-
bilities, Choquet integrals (both symmetric and
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asymmetric) replacing Lebesgue integral, and
Choquet-Radon-Nikodym derivatives [2] in the
place of Radon-Nikodym derivatives needs to be
presented. With the resulting formulas, one can
also study their properties adopted from the ad-
ditive case.
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When dealing with an object that has a
“crisp” mathematical structure (e.g. a topologi-
cal space or its subset, a group or its element, et
al.) it is usually possible to tell whether this
object has a given property or not. On the
other hand, in conditions of a fuzzy mathemat-
ical structure and the availability of fuzzy logic
tools, a situation arises when an object can pos-
sess a given property only to a certain extent.
A lot of work has been done in this area.
In case of a (fuzzy) topological space and

when we are talking about the property of open-
ness of its subset, it seems natural to evaluate

the degree of openness as the measure of inclu-
sion of a given (fuzzy) set into its interior. If
the space in question is crisp, then this degree is
always (regardless of which implicator is used in
the definition of this measure) equal to either 1
if the set is open, or 0 otherwise. The situation
is different if we consider fuzzy sets and fuzzy
topology: the degree of openness of a fuzzy set
in an L-fuzzy topological space can be any value
a ∈ L. Therefore, both from theoretical consid-
erations and for practical use of L-fuzzy topolo-
gies, it seems reasonable to replace the openness
property (which is actually a crisp concept) of a
fuzzy set by a flexible notion “a fuzzy set open
to degree a ∈ L” and thus to obtain a conve-
nient approximation of fuzzy sets in an L-fuzzy
topological space.
The purpose of this report is to implement the

above idea by presenting a model that allows us
to assign to each L-fuzzy subset A of a (Chang-
Gougen) L-fuzzy topological space (X, τ) a cer-
tain value T (A) ∈ L , where L = L+ × L−

is the bipolar extension of the residuated lattice
L [4], characterizing the degree to which the L-
fuzzy set A possesses the openness property in
the space (X, τ). As the result we get an (L,L )-
fuzzy topology T : LX → L [1] extending the
original L-fuzzy topology τ ⊆ LX [5], [2]. We
discuss the properties, in particular the func-
torial ones, of this extension and consider the
prospects for adapting our model to the study of
other topological properties. Particular, in case
when L is a Girard monoid (that is complete
residuated lattice (L,∧, 7→, 0L, 1L) is satisfying
the double negation law (a 7→ 0L) 7→ 0L = a for
every a ∈ L [3]) our model becomes especially
transparent and allows to get further results.
Among other things, in this case we establish
a connection between the degrees of openness
and the degrees of closedness of L-fuzzy sets,
thereby opening up additional tools for working
with L-fuzzy topologies.
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It is a known fact that fuzzy measures rep-
resent a mathematical concept that is highly
adaptable to modeling human behavior and
opinions. This flexibility comes from relaxed
properties imposed on fuzzy measures, i.e., from
"softening" additivity which is crucial for the
classical measure. On the other hand, deal-
ing with uncertainty, which is often the case in
real-life problems, requires processing non-crisp
data, i.e., fuzzy values. Therefore, interesting
issues appearing in the recent research are the
use of fuzzy measures and corresponding inte-
grals in extending classical statistical notions,
as well as statistics for fuzzy values. A possi-
ble approach to this problem was considered in
[4] where the possibilistic mean value, variance,
and covariance for fuzzy numbers were intro-
duced. The generalization of mean values based
on fuzzy measures and the general fuzzy inte-
gral, was considered in [1]. That approach has
been applied to a specific type of fuzzy quan-
tities and allowed the α-cuts, associated with
the fuzzy quantity in question, to take differ-
ent degrees of importance that are modeled by
a fuzzy measure. Further, an investigation of
the expectation of fuzzy events was presented in

[3]. The authors have considered the axiomat-
ical approach, corresponding capacities, as well
as the form and properties of the expected value
of fuzzy events with respect to different types
of nonclassical integrals, including the universal
integral. Also, statistical parameters when the
uncertainty is expressed by a fuzzy measure, i.e.,
a concept of monotone expectation that leads
to a monotone variance and monotone moments
were investigated in [2]. The research presented
here aims to extend previous work outlined in
[1] while taking into the consideration similari-
ties and differences of several other approaches.
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Since the inception of fuzzy set theory great
effort has been put forward to find fuzzy ana-
logues of basic concepts and structures of classi-
cal mathematics and to work out corresponding
theories. However most of these investigations
are implicitly (or explicitly) working in classi-
cal category theory. The fuzzy aspect of these
fuzzy structures shows itself by a certain fuzzy
framing of the objects or morphisms of the crisp
category. So instead of further developing fuzzy
structures within crisp categories, the concept
of a fuzzy category was introduced [2].
Fuzzy category theory describes category-like

structures in which potential objects and po-
tential morphisms are respectively objects and
morphisms only to a certain degree. By relax-
ing the requirements on object and morphisms,
we can obtain models for situations that cannot
be directly described using the tools of classi-
cal category theory. In our talk we will demon-
strate fuzzy categories which contain several
well known classical categories as their thresh-
olds.
Continuing the work that has been done on

functors in fuzzy categories [1], we further de-
velop the theory until the notion of adjoint func-
tors using the unit and co-unit. We start by
defining natural transformations in fuzzy cate-
gories, which then gives us the definition of ad-
joint functors. A sufficient condition is also pro-
vided for a fuzzy functor so that it admits a left
adjoint with a certain degree.
Several examples, which naturally generalise

crisp adjoint functors, will be provided whilst
also showing a framework, how using functors it
is possible to generate new fuzzy categories.
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In this contribution, we consider some aspects
of fuzzy linguistic summaries. They are natural
language sentences that help describe and sum
up a large set of data clearly and briefly. We dis-
cuss the notion of the truth of a fuzzy linguistic
summary concerning its essential properties.
We focus on a non-contradiction and a dou-

ble negation, which make a summary consistent.
Primarily, we investigate protoforms of type I,
like "Q y’s are P ", where Q is a linguistic quan-
tifier and P is a summarizer. For such proto-
forms, we show which fuzzy negations preserve
the property of double negation. Therefore, we
investigate selected properties of fuzzy sets and
fuzzy negations. Furthermore, we study some
properties of the linguistic quantifiers whose def-
initions and features impact the truth values.
References:

[1] J. Kacprzyk, R.R. Yager, S. Zadrożny: A
fuzzy logic based approach to linguistic sum-
maries of databases. Internat. J. Appl.
Math. Comput. Sci. 10 (2000) 813–834.



Abstracts 75

[2] M.-J. Lesot, G. Moyse, B. Bouchon-
Meunier: Interpretability of fuzzy linguistic
summaries. Fuzzy Sets and Systems 292
(2016) 307–317.

[3] R. Yager: Connectives and quantifiers in
fuzzy sets. Fuzzy Sets and Systems 40
(1991) 39–75.

Attribute implications in
heterogeneous formal contexts

ANTONI Ľubomír1, ELIAŠ Peter2,
GUNIŠ Ján1, KOTLÁROVÁ

Dominika1, KRAJČI Stanislav1,
KRÍDLO Ondrej1 and ŠNAJDER

Ľubomír1

1Pavol Jozef Šafárik University in Košice,
Faculty of Science, Institute of Computer

Science,
Jesenná 5, 040 01 Košice

Slovak Republic
E-mail: lubomir.antoni@upjs.sk,

jan.gunis@upjs.sk,
dominika.kotlarova@student.upjs.sk,

stanislav.krajci@upjs.sk, ondrej.kridlo@upjs.sk,
lubomir.snajder@upjs.sk

2Mathematical Institute, Slovak Academy of
Sciences,

Grešákova 6, 040 01, Košice
Slovak Republic

E-mail: elias@saske.sk

In computer science, data science, and applied
mathematics, the implications U ⇒ V over a
set A, U ⊆ A, and V ⊆ A have been thor-
oughly investigated. In Formal Concept Anal-
ysis [1], the implications U ⇒ V over a set of
attributes A are called attribute implications.
In a formal context, we can interpret attribute
implications by the statement that each object
having all attributes from U also has all at-
tributes from V . The notion of fuzzy (graded)
attribute implications over a set A of attributes
was proposed on complete residuated lattices [2].
A complete axiomatization of logic for reasoning
with attribute dependencies that involve grades

was investigated by Bělohlávek et al. [3]. The re-
searchers thoroughly investigated other interest-
ing approaches and properties of attribute im-
plications in various generalizations of Formal
Concept Analysis [8, 7, 6, 4]. In our paper, we
describe attribute implications and their validity
in our heterogeneous approach [9]. We explore
the relationships between the attribute implica-
tions, association rules, and GUHA association
rules [5]. Moreover, we present the applications
of selected types of attribute implications in var-
ious domains.
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Since its proposal in [3], the invariance prop-
erty with respect to positive powers of t-norms
has become one striking additional property to
study on fuzzy implication functions. Several
authors have devoted their efforts to this topic
achieveing recently the characterizations of all
fuzzy implication functions which fullfill the in-
variance with respect to positive powers of a
strict or a nilpotent t-norm (see [2,1]).
However, a thorough analysis of the results of

all the published papers will lead to a shocking
reveal: none of the results consider the invari-
ance property in the domain where it is origi-
nally defined. Recall that a fuzzy implication
function I is said to be invariant with respect
to positive powers of a continuous t-norm T
when I(x, y) = I(x(r)

T , y
(r)
T ) for all r > 0 and

x, y ∈ [0, 1] such that x(r)
T , y

(r)
T /∈ {0, 1}. In

fact, they consider the less restrictive domain
x, y ∈ (0, 1) such that x(r)

T , y
(r)
T 6= 0, i.e., leav-

ing aside the T -powers of 0 (note that the T -
powers of 1 were already not considered in the
original definition). This interpretation makes
sense since the boundaries of the unit square
are avoided on the two sides of the equation,
and not only on the left side.
In this paper, the goal is to revisit some of the

published results in [2,1] when the original def-
inition of the invariance property is considered.
The obtained results indicate that the origi-
nal definition substantially reduces the num-
ber of solutions. Moreover, when other addi-
tional properties are imposed, the number of so-
lutions shrinks further when only fuzzy implica-
tion functions which are constant almost in the
whole unit square are available.
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A fuzzy implicator on a bounded lattice L
is a mapping I : L2 → L, decreasing in the
first and increasing in the second variable, fulfill-
ing the boundary conditions I(0, 0) = I(0, 1) =
I(1, 1) = 1 and I(1, 0) = 0, where 0 is the bot-
tom and 1 the top element of L. We study the
structure and properties of such families of im-
plicators on some simple finite lattices, including
chains, horizontal pastings of chains and a few
related ones.
Several additional properties of implications

are distinguished, for example the exchange
principle, the left neutrality principle, the iden-
tity principle, the ordering principle, etc. The
authors in [6] deal with the number of discrete
implications which satisfy some additional prop-
erties.
Another property of our interest is the

smoothness. We present its definition on a fi-
nite chain Ln = {0, 1, 2, . . . , n}.

Definition 1 [3] Let F : L2
n → Ln be a binary

operator. It is said that F is k−smooth (or sim-
ply smooth when k = 1) if it is k−smooth in
each argument; that is,

|F (x+ 1, y)− F (x, y)| ≤ k,

for all x ∈ Ln \ {n} and y ∈ Ln, and

|F (x, y + 1)− F (x, y)| ≤ k,

for all x ∈ Ln and y ∈ Ln \ {n}.

In [5] the authors studied implications based
on smooth t-norms and t-conorms and in [4]
smooth implications on a finite chain are stud-
ied. We extend these results for some finite lat-
tices.
In this direction we develop the results on the

sets of t-norms on lattices, achieved in [2] about
estimation the number of t-norms on some spe-
cial type of lattices. Some of them are in the
Figure 1. Based on these we construct implica-
tors on lattices.
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Figure 1: Lattices examples
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